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#### Abstract

Link module domains play an essential role in extracellular matrix assembly and remodeling by binding to the flexible glycosaminoglycan hyaluronan. A high-resolution NMRstructure of the Link module from the protein product of tumor necrosis factor-stimulated gene-6 (Link_TSG6) has been determined, but a fuller appreciation of protein dynamics may be necessary to understand its hyaluronan-binding. Therefore, we have performed a $0.25 \mu \mathrm{~s}$ MD simulation, starting from the lowest-energy NMR-derived solution structure of Link_TSG6, with explicit water and ions, using the CHARMM22 protein force field. The simulation was as good a fit to the NMR data as the ensemble from simulated annealing, except in the $\beta 5-\beta 6$ loop. Furthermore, analysis revealed that secondary structure elements extended further than previously reported and underwent fast picosecond time scale dynamics, whereas nanosecond dynamics was found in certain loops. In particular, surface side chains proposed to interact with glycosaminoglycans were predicted to be highly mobile and be directed away from the protein surface. Furthermore, the hyaluronan-binding $\beta 4-\beta 5$ loop remained in a closed conformation, favoring an allosteric interaction mechanism. This enhanced view of the Link module provides general insight into protein dynamics and may be helpful for understanding the dynamic molecular basis of tissue assembly, remodeling, and disease processes.


## 1. Introduction

Submicrosecond conformational rearrangements in proteins provide the specificity and plasticity required to associate

[^0]with other molecules. ${ }^{1-4}$ Unfortunately, the two principal techniques used for defining protein structure at atomic resolution, X-ray crystallography (XRC), and nuclear magnetic resonance (NMR) spectroscopy have a limited capacity to obtain such information on conformational rearrangements. ${ }^{5,6}$ While, XRC B-factors can, in principle, provide information about the distribution of conformers present in the crystal, ${ }^{7}$ the nonphysiological conditions (i.e., the protein is in the solid state and often at very low temperatures) and crystal packing artifacts can perturb protein structure, particularly at surface-exposed side chains and loops. ${ }^{8,9}$ In
the case of NMR, while performed in the solution state at physiological temperatures, it typically relies on nuclear Overhauser enhancements (NOEs) to provide local geometric information between neighboring protons. These NOEs are resultant from dynamic molecular processes but are generally interpreted as a set of static structures through simulated annealing, which can lead to unrealistic conformational bias. ${ }^{10}$

A more detailed analysis of protein dynamics in solution can be performed using experimental techniques such as fluorescence anisotropy, ${ }^{11}$ measurements of NMR relaxation parameters, and residual dipolar couplings. ${ }^{12-14}$ While NMR relaxation is in principle capable of investigating ns-time scale protein dynamics at residue-specific positions, a serious problem is encountered because both internal motion and overall tumbling contribute to dipolar relaxation. Since overall tumbling in proteins occurs on the nanosecond time scale, separation of the two processes cannot be achieved effectively even in the ideal case of isotropic motion. Therefore, ${ }^{15} \mathrm{~N}$-relaxation (and other NMR-relaxation based experiments) is more effective at studying fast picosecondtime scale dynamics rather than those on the nano- to microsecond timescales, on which local protein conformational rearrangements occur. ${ }^{15}$

Due to these experimental limitations, protein nanosecondtime scale dynamics are relatively unexplored in proteins, which is of significant concern considering its crucial role in ligand-binding events. In the absence of detailed experimental data about molecular conformational rearrangements, computer simulations can be employed. Molecular dynamics (MD) simulation using a molecular-mechanics force field is one of the best all-atom theoretical techniques presently available for investigating ns-time scale dynamic atomic motions in proteins and their attendant solvent molecules and ions. With increases in computing power, simulations of proteins are now being performed more routinely on the $0.1 \mu$ s time scale. ${ }^{15}$ Such simulations are sufficient to investigate nanosecond-time scale dynamics effectively. Furthermore, MD is able to predict with relatively high accuracy the rotamer conformation of the side chains important for molecular recognition, and even in simulations of unbound protein, these frequently visit the rotamer conformations seen in the complex. ${ }^{4,16}$ However, MD simulations are based on assumptions about molecular potential energies and at present need to be compared carefully against experimental data to ensure that realistic results are being obtained. In this regard, two recent studies that compared MD simulations of proteins against a variety of experimental data are illustrative. ${ }^{15,17}$ The first concerns two simulations of ubiquitin, which were compared against NMR data, ${ }^{15}$ and the second is a 3 ns simulation of bacterial cytochrome $c$, which was compared against amide exchange rates and XRC B-factors. ${ }^{17}$ These studies show that MD simulations are accurate enough to predict a wide array of experimental data and therefore provide crucial insight into nanosecond dynamics.

Such promising results now give the impetus to understand dynamics in a wider range of experimentally characterized proteins and particularly in proteins that bind to flexible
ligands. The Link module, for example, is a structural domain of approximately 100 amino acids that plays a fundamental role in extracellular matrix assembly via its association with the high molecular weight polysaccharide hyaluronan. ${ }^{18-21}$ This domain is found in extracellular matrix proteins such as cartilage link protein, aggrecan, cell surface receptors (including CD44), and the inflammation-associated protein tumor necrosis factor-stimulated gene-6 (TSG-6). TSG-6 is a secreted protein comprising a Link and a CUB module that is not constitutively expressed in normal adult tissues. It has roles in inflammation, matrix remodeling, and ovulation via interactions with hyaluronan ${ }^{21}$ and also interacts with a wide range of other extracellular matrix molecules including sulfated glycosaminoglycans and various proteins. ${ }^{22,23}$ The Link module from human TSG-6, which has been expressed in bacteria (as an $11-\mathrm{kDa}$, 98-residue construct termed Link_TSG6) and shown to support hyaluronan binding, ${ }^{24}$ comprises two $\alpha$-helices and two antiparallel triplestranded $\beta$-sheets arranged around a large hydrophobic core, ${ }^{24,25}$ as illustrated in Figure 1(a). Link_TSG6 interacts with hyaluronan via a binding groove that is opened by rearrangements within the $\beta 1-\alpha 1$ and $\beta 4-\beta 5$ loops that allow the key residues (K11, Y12, Y59, F70, Y78, and R81) to bind to hyaluronan. ${ }^{25,26}$ Bikunin, a serine protease inhibitor that is potentiated through its association with TSG-6, also binds to a similar region (i.e., K11, Y12, Y59, and Y78) via a protein-protein interaction. ${ }^{27}$ In contrast, heparin interacts with surface-exposed basic residues (including K20, K34, K41, and K54) on a different face of Link_TSG6. ${ }^{27}$ Since hyaluronan and heparin are locally dynamic molecules, ${ }^{28-31}$ it is reasonable to suggest that the entropic penalty associated with their binding to the Link module may be lessened by binding them using a dynamic platform of loops and surface residues in the interaction sites. Nanosecond time scale dynamics is therefore likely to be important to the biological roles of Link modules in the extracellular matrix.

NMR structures of Link_TSG6 have been determined in both the free and hyaluronan-bound state. ${ }^{24,26,32}$ Since virtually every atom was assigned in free Link_TSG6, the solution structure was determined to high resolution (over 13 NOE constraints per residue) and is therefore a good starting conformation for MD simulation. These assignments also enabled a considerable amount of other NMR data to be collected, making a large experimental data set that can be used to test simulations. Here, we present a $0.25 \mu \mathrm{~s}$ MD simulation of Link_TSG6 that was started from the lowest energy NMR-derived structure ${ }^{26}$ with additional side-chain refinements including salt-bridges. The results are compared against NOE intensities, ${ }^{15} \mathrm{~N}$-NMR-relaxation measurements, vicinal scalar couplings, amide hydrogen exchange times, and temperature coefficients. By suitable analysis, the simulation is used to investigate nanosecond time scale dynamics and provide an enhanced view of loops and surface side chains that could not be obtained by NMR alone. The resultant dynamic picture provides a more realistic molecular view of the TSG-6 Link module and serves as a basis for understanding how this might affect its interactions with glycosaminoglycans, compared to the static and conforma-


Figure 1. (a) The average solution backbone structure for Link_TSG6 of the lowest-energy 125 (of 250) minimized conformations derived from simulated annealing ${ }^{26}$ and (b) the average backbone structure derived by averaging a $0.25 \mu \mathrm{~s}$ aqueous simulation of Link_TSG6 (125,000 frames). The following loops are marked: $\beta 1-\alpha 1$ (green diamond), $\alpha 1-\beta 2$ (green triangle), $\beta 4-\beta 5$ (green star), and $\beta 5-\beta 6$ (green square). In the lower portion of the figure the relationship between primary sequence and secondary structure is shown.
tionally biased views produced by XRC and NMR structure determination.

## 2. Materials and Methods

2.1. Molecular Dynamics Simulation. In all calculations, the CHARMM program ${ }^{33}$ was used together with the CHARMM22 parameters for proteins. ${ }^{34,35}$ Nonbonded interactions were truncated using the switching function between 0.8 nm and 1.0 nm , and nonbonded list generation was stopped at 1.2 nm , with the dielectric constant set to unity. Periodic boundary conditions were applied to the whole system by application of a face-centered cubic lattice transformation (the unit cell corresponds to a truncated octahedron) and using the Ewald summation convention with order set to $6, \kappa=0.44$ and 64 points over the box. Potential energy minimizations were performed using an implementation of the adopted-basis Newton-Raphson algorithm. The molecular dynamics simulation produced an NPT ensemble (variable volume) by application of the Nosé-Hoover algorithm with suitable parameters to maintain the pressure at 1 atm and the temperature at 298 K . The SHAKE methodology was used to keep bonds to hydrogen atoms rigid and hence permit an integration time-step of 2 fs . Numerical integration of the equations of motion applied the Leapfrog variant of the original Verlet algorithm.

Simulations were started from a low-energy conformer derived from NMR data as described previously. ${ }^{26}$ However, slight structural refinements were made (including hydrogen bonds to side chains and intramolecular salt-bridges inferred from experiments conducted over a wide-range of pH values), and the majority charge state of each histidine residue was inferred at pH 6.0 by chemical-shift titrations (C. D. Blundell, I. D. Campbell, and A. J. Day, manuscript in preparation); H29 and H96 were made positively charged, while H4 and H45 were left uncharged. Basic (R, K) and
acidic ( $\mathrm{D}, \mathrm{E}$ ) amino acids and the N - and C-termini were given the relevant charge at pH 6.0 ; all other amino acids were neutral giving an overall charge of $+10 e$. The starting structure was centered inside a pre-equilibrated truncated octahedral water box, which initially contained 6000 TIP3P water molecules, ${ }^{36}$ and water molecules that overlapped with protein were deleted. Ions ( $19 \mathrm{Na}^{+}$and $29 \mathrm{Cl}^{-}$) were added in a random fashion clear of the protein surface, to explicitly neutralize the charge of the protein and simulate a 0.2 M background solution of NaCl (i.e., comparable to physiological ionic strength). The protein was then fixed, and the surrounding water and ions were minimized ( 100 steps) and subjected to 500 ps of equilibrating dynamics at 300 K (strong coupling to heat bath and pressure). Following this, the whole system was minimized ( 100 steps) and equilibrated with free dynamics for a further 500 ps . The simulation was continued for a further $0.25 \mu \mathrm{~s}$ at constant pressure and temperature (by weak coupling to heat bath and pressure). Coordinates were saved at 2 ps intervals for later analysis.
2.2. Analysis of Global Protein Conformation. The 0.25 $\mu$ s simulation resulted in 125000 separate frames, containing protein, water, and ions. For the majority of analyses, these data sets were not used directly but aligned prior to analysis. In order to achieve this, first water and ions were removed, and then each frame from the simulation was translated and rotated such that the root-mean-square-deviation (RMSD) of backbone atoms ( $\mathrm{N}, \mathrm{C}^{\prime}, \mathrm{C}^{\alpha}$ ) within secondary structural elements from the NMR-derived starting structure was minimized; this set of structures will be referred to as being "in the molecular frame". A similar molecular frame calculation was performed for the 125 lowest-energy minimized structures derived from NMR data. ${ }^{26}$ Although this is more than normally reported, none of these structures had serious steric clashes, which was not true for many of the remaining 125 higher-energy structures calculated. Average structures
for each ensemble were generated by calculating the average atomic positions in the molecular frame. Surface racer $3.0^{37}$ was used to calculate the surface area of each coordinate set in the simulation, with a probe radius of 0.1 nm to reveal solvent accessible areas of the protein. Calculations were performed on the whole protein and repeated with the $\beta 4$ $\beta 5$ loop (residues V62-T73) omitted. The radius of gyration was calculated using standard equations (without mass weighting).
2.3. Prediction of Hydrogen Bonds and Comparison with Experimental Data. Hydrogen bonds were defined by distance and angular criteria, namely that the A-H...B angle deviated no more than $60^{\circ}$ from direct and the distance between A and B did not exceed 0.35 nm (A and B are the electronegative donor and acceptor, respectively). Backbone amide hydrogen and oxygen atoms were examined for possible hydrogen bonds in each frame of the simulation, and average occupancies were calculated from this. Hydrogen bonds in side chains and salt-bridges were calculated in an analogous way.

Amide hydrogen exchange rates were calculated from the simulation using an empirical relationship, ${ }^{38}$ which has recently been used to provide structural restraints. ${ }^{39}$ In the EX2-limit of exchange, ${ }^{40}$ it is assumed that both the presence of intramolecular hydrogen bonds (dominant factor) and the burial of amide hydrogen atoms in the interior of the protein (subsidiary factor) leads to protection, which slows the rate of exchange. Therefore, if $N_{\mathrm{h}}$ is the average number of hydrogen bonds that each amide hydrogen partakes in and $N_{\mathrm{c}}$ is the number of contacts made by each residue, then the protection factor, $P$, can be calculated by $\ln P=\beta_{\mathrm{c}} N_{\mathrm{c}}+\beta_{\mathrm{h}} N_{\mathrm{h}}$. The original values ( $\beta_{\mathrm{c}}=1$ and $\beta_{\mathrm{h}}=5$ ) have been used unmodified here, ${ }^{38}$ but it should be noted that other authors have tried to optimize them on the basis of molecular dynamics simulations. ${ }^{17}$ The value of $N_{c}$ was calculated by finding all residues that had a closest-approach distance less than 0.25 nm (any atom), and the value of $N_{\mathrm{h}}$ was calculated from the average number of hydrogen bonds made to and from amides during the simulation (using the definition described above).

Measurement of the amide hydrogen residence times using a $\mathrm{H}_{2} \mathrm{O} / \mathrm{D}_{2} \mathrm{O}$ exchange NMR experiment has been described previously. ${ }^{26}$ Temperature coefficients were obtained from ${ }^{1} \mathrm{H}-{ }^{15} \mathrm{~N}$ HSQC spectra collected between $5{ }^{\circ} \mathrm{C}$ and $30^{\circ} \mathrm{C}$ at $5^{\circ} \mathrm{C}$ intervals at $750 \mathrm{MHz}{ }^{1} \mathrm{H}$-frequency on a 0.3 mM sample of ${ }^{15} \mathrm{~N}$-labeled Link_TSG6 containing 0.33 mM DSS, as described previously. ${ }^{41}$ Chemical shift deviations (CSDs) were calculated and used to improve the prediction of hydrogen bonds using a cutoff line of $-2.97-2.19 \times$ CSD. ${ }^{42}$ Structure calculations were carried out (as described previously) to test hydrogen bonds for compatibility with the NMR structure. ${ }^{26}$ These data were used in combination to determine hydrogen bond permanency. ${ }^{43}$
2.4. Prediction of NOESY Cross-Peak Intensities and Comparison with Experimental Data. Several NMR experiments, described and performed previously, ${ }^{26}$ were used to obtain NOE distance constraints: a $2 \mathrm{D}{ }^{1} \mathrm{H}$-NOESY (unlabeled protein) in $\mathrm{D}_{2} \mathrm{O}$, a $3 \mathrm{D}{ }^{13} \mathrm{C}$-NOESY-HSQC $\left({ }^{13} \mathrm{C},{ }^{15} \mathrm{~N}\right.$ labeled protein) in $\mathrm{H}_{2} \mathrm{O}$, a $3 \mathrm{D}{ }^{15} \mathrm{~N}$-NOESY-HSQC, and a

3D ${ }^{15} \mathrm{~N}$-HSQC-NOESY-HSQC $\left({ }^{15} \mathrm{~N}\right.$-labeled protein) both in $\mathrm{H}_{2} \mathrm{O}$. In order to make a comparison between the simulation and this experimental data, the raw intensities of assigned peaks were measured in each spectrum. ${ }^{26}$ In total, there were 188, 799, 859, and 32 assigned peaks from the spectra listed above, respectively, i.e., 1878 nonduplicated intensities. The theoretical prediction of the intensity used the independent spin-pair approximation in the slow tumbling regime. ${ }^{44}$ In this case, the theoretical intensity is $k\left\langle r^{-3}\right\rangle,{ }^{2}$ where $k$ is an experimentally derived constant (dependent on each particular experimental setup), $r$ is the distance between protons, and the angular brackets represent an average over the simulation. The value of $k$ was calculated for each of the NOESY-based experiments, and $\log I(I$ is the experimentally measured intensity) was plotted against $\log \left(k<r^{-3}>2\right)$ for each set of assigned peaks. In the case of degenerate methyl or methylene groups, $\left\langle r^{-3\rangle 2}\right.$ was calculated between all combinations of proton pairs and summed.
2.5. Prediction of ${ }^{15} \mathrm{~N}$-Relaxation and Comparison with Experimental Data. Angular autocorrelation functions ${ }^{45}$ of $\mathrm{N}-\mathrm{H}$-vectors were calculated at each amide directly from the molecular dynamics simulation. Although their decays were exponential, the overall correlation time estimated from the simulation was $\sim 2.4 \mathrm{~ns}$, i.e., lower than that obtained from experimental observations ( $\sim 4.5 \mathrm{~ns}$ ), see below. It was therefore concluded that the simulations were not capable of providing a realistic description of the overall molecular tumbling. Therefore, the angular autocorrelation functions were calculated in the molecular frame (see above), which provides an approximation to their internal correlation functions, $C^{i}(t)$, as described in the Lipari-Szabo model-free method for describing NMR relaxation. ${ }^{45}$ These functions have a value of 1.0 at time $t=0$ and are theorized to decay to an asymptotic value $S^{2} \leq 1.0$, where $S^{2}$ is the order parameter for internal motions. The correlation functions were calculated out to 1 ns ( 500 points at 2 ps intervals), and the value of $S^{2}$ was taken at this endpoint. In order to calculate the ${ }^{15} \mathrm{~N}$-relaxation parameters at each residue, their internal motion autocorrelation functions were extended to $2^{22}$ points by setting $C^{i}(t)=S^{2}$ for $t>1 \mathrm{~ns}$. Each correlation function was multiplied by $0.2 \exp \left(-t / \tau_{\mathrm{m}}\right)$ at every point, where $\tau_{\mathrm{m}}$ is the overall correlation time. The resultant data sets were then converted to spectral density functions, $J(\omega)$, by performing a real fast Fourier transform. These were used to calculate $J(\omega)$ for specific values of angular frequency, $\omega$, which were then input into the standard equations used to calculate ${ }^{15} \mathrm{~N}$-relaxation parameters, i.e., $T_{1}$-relaxation rates and steady-state NOE enhancement, $\eta .{ }^{12,46}$ In these calculations, the $\mathrm{N}-\mathrm{H}$-bond length was assumed to be 0.102 nm , the chemical shift anisotropy was set to -160 ppm , and $\tau_{\mathrm{m}}$ was set to 4.5 ns in accordance with the experimental data. In this manner, the values were predicted from the simulation at each nitrogen in the protein backbone. The calculations were repeated for the $\mathrm{N}-\mathrm{C}^{\alpha}$-bond with the same parameters, except for the overall correlation time, which needed to be increased to 5.5 ns to agree with the experimental data (this change may seem unusual at first sight, but it should be remembered that $\tau_{\mathrm{m}}$ is part of the Lipari-Szabo model and is not a well-defined physical parameter in a dynamic
molecular system because internal motion and overall tumbling cannot be separated). The ${ }^{15} \mathrm{~N}-T_{1},{ }^{15} \mathrm{~N}-T_{2}$, and ${ }^{1} \mathrm{H}-$ ${ }^{15} \mathrm{~N}$ steady-state $\operatorname{NOE}(\eta)$ data were acquired in a similar manner to that described previously ${ }^{29}$ at a ${ }^{1} \mathrm{H}$ frequency of 500 MHz on 0.3 mM and 2 mM samples, respectively, of ${ }^{15} \mathrm{~N}$-labeled Link_TSG6 at pH 6.0, $25^{\circ} \mathrm{C}$, in $10 \% ~(\mathrm{v} / \mathrm{v}) \mathrm{D}_{2} \mathrm{O}$. Lipari-Szabo generalized order parameters were calculated from the relaxation data using standard relaxation equations that assume a single overall correlation time and an exchange contribution. ${ }^{12,45}$
2.6. Prediction of Scalar Couplings and Comparison with Experimental Data. The backbone $\phi$-dihedral angles were extracted from the simulation at all residues, except for proline and glycine. From these values the vicinal couplings were calculated at each point using the 'zero motion' Karplus equation: ${ }^{3} J_{\mathrm{HNH} \alpha}(\phi)=9.5 \cos ^{2} \phi-1.4 \cos \phi$ +0.3 , from which the predicted value was computed by averaging across all time frames. ${ }^{47} \mathrm{~A}{ }^{15} \mathrm{~N}$-HMQC- $J$ spectrum was recorded on a sample of ${ }^{15} \mathrm{~N}$-Link_TSG6 $(2 \mathrm{mM}, \mathrm{pH}$ $\left.6.0,10 \% \mathrm{v} / \mathrm{v}_{2} \mathrm{O}\right)$ at 500 MHz for the direct measurements of ${ }^{3} J_{\mathrm{HNH}}$ coupling constants.

## 3. Results

3.1. The Global Secondary Structure. The 125 lowestenergy minimized structures of Link_TSG6, derived from previous NMR measurements, ${ }^{26}$ were averaged in the molecular frame (see Methods). Figure 1(a) shows the resulting conformation using traditional secondary structural visualization of the backbone, which is 0.1 nm RMSD from the lowest energy NMR structure. A similar average conformation, calculated from the $0.25 \mu$ s molecular dynamics simulation, is shown beside it in Figure 1(b). The Link module of TSG-6 contains two $\alpha$-helices ( $\alpha 1$, residues Y16-F25 and $\alpha 2$, residues Y33-I42) and two antiparallel $\beta$-sheets. ${ }^{24,26}$ Sheet I comprises strands $\beta 1$ (V2-E6), $\beta 1 \mathrm{a}$ (L14), $\beta 2$ (H29-A31), and $\beta 6$ (D89-Y93), and sheet II comprises strands $\beta 3$ (A49M52), $\beta 4$ (R56-I61), and $\beta 5$ (G74-D77). Comparison of the average structures, Figure 1(a,b), immediately shows that the simulation has maintained all the secondary structural elements of the molecule. Furthermore, the average backbone conformations of most of the loops are similar in the two average structures; the major exception is the $\beta 5-\beta 6$ loop (green star in Figure 1), which deviates significantly from the average NMR backbone conformation. Also, a slight deviation was noticed in the $\beta 1-\alpha 1$ loop (green square in Figure 1), which is in steric contact with the $\beta 5-\beta 6$ loop in the NMR structure. Therefore, it should be expected that deviations may occur in experimental predictions from the simulation at these positions.

These findings can be explored in more detail by examining the range of conformations present during the simulation and in the NMR-derived ensemble. Figure 2(a) shows an overlay in the molecular frame of the 125 lowest-energy minimized structures derived from NMR data (of 250), in which the C-terminal tail, the $\beta 1-\alpha 1$ loop, the $\beta 4-\beta 5$ loop, and the $\beta 5-\beta 6$ loop are not as well-defined as the other parts of the molecule. This can be compared with the output from the simulation, Figure 2(b), in which 125 structures (taken at 2 ns intervals) have been overlaid. It is apparent that the
simulation ensemble is a more disordered set of structures than the NMR ensemble, Figure 2(a), even in the secondary structure elements. Of particular note are the $\beta 1-\alpha 1, \alpha 2-\beta 3$, and $\beta 5-\beta 6$ loops, which are substantially more disordered in the simulation ensemble. However, the $\beta 4-\beta 5$ loop (that forms one side of the hyaluronan-binding groove) has a similar range of conformations in both the simulation and the NMR-derived ensemble.

The overall change in conformation of the protein during the simulation can be visualized by plotting the minimum RMSD between each simulated backbone conformation and the starting structure, Figure 3(a). It can be seen that the simulation started at around 0.2 nm RMSD from the starting structure (after equilibration) and relaxes over the first 50 ns of the simulation. Comparison to a similar RMSD calculation with the $\beta 5-\beta 6$ loop omitted, Figure 3(a), shows that the structural relaxation is predominantly due to movement and partial unfolding of this loop. Following this, the simulation reaches an equilibrium, being on average 0.3 nm RMSD from the NMR structure.
3.2. Intramolecular Hydrogen Bonds. The decrease in the exchange rate incurred by folding from the free polypeptide chain and intramolecular hydrogen bonding can be described by an amide-hydrogen protection factor, $P$. Therefore, the NMR and simulation ensembles were used to estimate the value of $\ln (P)$ at each amino acid, as plotted on Figure 3(b). These values can be compared against the experimentally observed amide-hydrogen persistence for a protonated protein placed into $\mathrm{D}_{2} \mathrm{O} .{ }^{26}$ However, it should be pointed out that the protection factor does not take into account differences in intrinsic exchange rate between amino acids, and the comparison will remain qualitative. At this level of analysis, a key difference between the predictions made by the NMR and simulation ensembles is in the region of Y16. The lower protections factors predicted by the simulation in this region (as compared with the alpha-helical regions) are in better qualitative agreement with the experimental data than the NMR ensemble, which predicts relatively large protection factors. Furthermore, within the majority of the secondary structural elements (i.e., 30 amides) the agreement between experiment and theoretical prediction from the simulation is good. Notable exceptions are $\mathrm{Y}_{3} \mathrm{H}^{\mathrm{N}}$, $\mathrm{T} 32 \mathrm{H}^{\mathrm{N}}, \mathrm{A} 53 \mathrm{H}^{\mathrm{N}}, \mathrm{Y} 59 \mathrm{H}^{\mathrm{N}}, \mathrm{I} 61 \mathrm{H}^{\mathrm{N}}, \mathrm{I} 76 \mathrm{H}^{\mathrm{N}}, \mathrm{Y} 78 \mathrm{H}^{\mathrm{N}}$, and $\mathrm{Y} 91 \mathrm{H}^{\mathrm{N}}$, which are denoted with arrows on Figure 3(b). Several of those discrepancies can be accounted for by the NMR experimental parameters, in which data sets could only be collected every 105 min , and with limited resolution in the indirect dimension. For example, although Y3, T32, I76, Y59, and Y78 HN-resonances could not been seen in the first spectrum of the free protein ( $>105 \mathrm{~min}$ after reconstitution with $\mathrm{D}_{2} \mathrm{O}$ ), they were seen in the same experiment on the hyaluronan-bound protein, where global exchange is $\sim 10$ times slower. ${ }^{26}$ However, the involvement of these amides in hydrogen bonds is also consistent with the observed NOE pattern in the free protein. Furthermore, temperature coefficient data are consistent with all of these discrepancies (see the Supporting Information). In particular, analysis suggests that several hydrogen bonds are present in the region A53E86 that were not determined by amide exchange experi-


Figure 2. (a) Stereo overlays of 125 (of 250) minimized structures derived from simulated annealing and (b) from equally spaced ( 2 ns ) conformations extracted from a $0.25 \mu$ s simulation of Link_TSG6. Both structures are colored according to secondary structure (red $\alpha$-helices and blue $\beta$-strands).
ments, which includes the $\beta 4, \beta 5$ strands and the $\beta 4-\beta 5$ loop. The other discrepancies ( $161 \mathrm{HN}, \mathrm{A} 53 \mathrm{HN}$, and Y 91 HN ) can be accounted for by assignment problems or overlap with other resonances. A single slowly exchanging hydroxyl hydrogen, on T32, was also observed in NMR spectra of the free protein, ${ }^{26}$ and the NMR structures do not provide any evidence for a hydrogen bond in spite of the hydroxyl group being very well defined. Such slowly exchanging hydrogen atoms have been seen in less than $5 \%$ of reported threonine assignments (according to BioMagResBank). The simulations suggested that this hydroxyl group was in close contact with solvent and not involved in any substantial intramolecular hydrogen bonding interactions, so also does not provide an explanation.

Hydrogen bonds were characterized according to their temporal occupancy during the $0.25 \mu$ s simulation using criteria based on angle and distance (see Methods). Those hydrogen bonds in the backbone with a fractional occupancy greater than $50 \%$ (considered to be strong hydrogen bonds)
are detailed in Table 1. As expected, high occupancy hydrogen bonds were restricted to the secondary structure elements, Figure 4. The hydrogen bonds found in the simulations are marked with dotted lines and labeled with their percentage occupancy in Figure 4.

Within both $\alpha$-helices (Figure 4) the hydrogen bond pattern predicted by the simulation was as expected, with the characteristic $i+4 \rightarrow i \mathrm{H}^{\mathrm{N}} \ldots \mathrm{O}$ interactions (from hereafter hydrogen bonds will be represented by "...") and fractional occupancies in excess of $70 \%$. In both helices, it was found that hydrogen-bonding interactions from $i+3 \rightarrow i \mathrm{H}^{\mathrm{N}} \ldots \mathrm{O}$ (as found in $3_{10}$-helices) could coexist with those normally associated with $\alpha$-helices but with a lower occupancy ( $\sim 25 \%$ ). At the $N$-terminal end of both $\alpha$-helices the backbone hydrogen bonds were consistent with those inferred from experimental data, ${ }^{26}$ see Figure 4. The two hydrogen bonds forming the $\alpha 1$-helix cap (not shown in Figure 4) were observed in the simulation: $\mathrm{T} 15 \mathrm{H}^{\mathrm{N}} \ldots \mathrm{Q} 18 \mathrm{O}^{\epsilon 1}$ (26\%) and Q18H ${ }^{\mathrm{N}} \ldots \mathrm{T} 15 \mathrm{O}^{\gamma 1}(25 \%)$. However, they were found to have



Figure 3. (a) RMSD of the backbone between the simulation and the NMR-derived starting structure (as a function of time) with and without consideration of the $\beta 5-\beta 6$ loop in the sums. (b) Calculated values for the amide protection factors in Link_TSG6 derived from a $0.25 \mu \mathrm{~s}$ simulation (red line and circles) and from the NMR ensemble (blue line and squares). The green bars indicate the latest time at which each amide could be observed in a $\mathrm{H}_{2} \mathrm{O} / \mathrm{D}_{2} \mathrm{O}$ exchange experiment. Arrows denote obvious inconsistencies between the theoretically predicted protection factors and experimental measurement.
a relatively low persistence in the simulation and another
 which has not been confirmed experimentally. At the N-terminus of the $\alpha 2$-helix $\mathrm{T} 32 \mathrm{H}^{\mathrm{N}} \ldots \mathrm{Q}^{25} \mathrm{O}^{\epsilon}(81 \%)$ and $\mathrm{Q} 35 \mathrm{H}^{\mathrm{N}} \ldots \mathrm{T} 32 \mathrm{O}^{\gamma}(62 \%)$ were found to cap it, with a rather large persistence. At their C-termini the $\alpha$-helices were predicted to have more hydrogen bonds than determined previously by NMR. ${ }^{26}$ First, G27 and G43 were inferred to be involved in hydrogen bonds (to C23 and A39, respectively) in the simulation, and while a slowly exchanging amide has not been identified experimentally here, amide temperature coefficients support their existence (see supplementary Table 1). Also, at the C-terminus of both helices a capping hydrogen bond was found from $i+5 \rightarrow i$ (as found in $\pi$-helices), again not seen experimentally. This was of high frequency in $\alpha 1\left(\mathrm{G} 28 \mathrm{H}^{\mathrm{N}} \ldots \mathrm{C} 23 \mathrm{O}\right)$ at $92 \%$ and lower in $\alpha 2\left(\mathrm{~F} 44 \mathrm{H}^{\mathrm{N}} \ldots \mathrm{A} 39 \mathrm{O}\right)$ at $50 \%$ (see Figure 4). Again, temperature coefficient data indicate that they are likely to be present in the free protein.

The simulations reproduced the majority of the hydrogen bonds in $\beta$-sheets, as shown in Figure 4, in the sense that
hydrogen bonds had a high-percentage occupancy where slowly exchanging amides were observed experimentally. ${ }^{26}$ The two obvious exceptions to this agreement were $\mathrm{D} 89 \mathrm{H}^{\mathrm{N}} \ldots \mathrm{A} 49 \mathrm{O}$ and $\mathrm{L} 14 \mathrm{H}^{\mathrm{N}} \ldots \mathrm{W} 88 \mathrm{O}$, which were identified as slowly exchanging amides, but have persistencies of only $11 \%$ and $28 \%$, respectively, in the simulations. Furthermore, the simulation indicated the presence of more persistent hydrogen bonds across the strands than had been reported previously. ${ }^{26}$ In particular, the $\beta 1-\beta 6, \beta 3-\beta 6, \beta 3-\beta 4, \beta 4-\beta 3$, and $\beta 4-\beta 5$ strand pairs were all suggested to have one or two persistent hydrogen bonds at positions that had not been deduced previously by amide exchange data (Figure 4 and Table 1), e.g., Y78H ${ }^{\mathrm{N}} . . \mathrm{V} 57 \mathrm{O}$ and G65H ${ }^{\mathrm{N}} . . \mathrm{G} 69 \mathrm{O}$. Such extensions are consistent with recent temperature coefficient measurements and with structure building exercises (see the Supporting Information, Table 1). Also, of particular note is a tertiary structural hydrogen bond between $\mathrm{A} 53 \mathrm{H}^{\mathrm{N}}$ and A31O (99\%), which has not been proposed previously (not shown in Figure 4). Temperature coefficient measurements were supportive of this observation.

The strongest salt-bridges (present for greater than $80 \%$ of the time) were found between R56...D77 (end of $\beta 4$ to $\beta 5$ ), R81...E86 (within the $\beta 5-\beta 6$ loop), and R5...E26 (end of $\beta 1$ to end of $\alpha 1$ ). These were present in the starting structure and have been maintained during simulation. Weaker salt-bridges $(15-50 \%)$ were predicted between K13...E18, K20...E24, K34...E37, R8...E26, R87...E18, and H29...E24. The residue K11 formed a bifurcated salt-bridge to both E6 and D89.
3.3. Comparison with Experimental NOESY Data. As noted above, the simulations compared favorably with previous characterizations of secondary structure outside of the $\beta 5-\beta 6$ loop. Comparison with experimental NMR intensity data was therefore used to further test the simulations. Figure 5(a) shows the $\log I$ values plotted against the predictions, $\log \left(k r^{-6}\right)$, for the NMR-derived starting structure. Figure 5(b) shows (using the same axes ranges) the same data averaged over the simulation; in this case the predictions are $\log \left(k<r^{-3}>^{2}\right)$. It can be seen that, overall, the correlation between the theoretical predictions and experimental measurements is good in both cases. However, the simulation produced some outliers, Figure 5(c), which were not present in the original NMR-derived structure. These data are shown again, relative to the protein sequence, Figure 5(d), where the absolute difference between the experimental and theoretical $\log$ values have been plotted. The regions where disagreement is present are shown using bars and localize to residues $10-18,50-58$, and $80-86$. These NOEs are between residues in the $\beta 1-\alpha 1, \beta 3-\beta 4$, and $\beta 5-\beta 6$ loops. It is inferred that this is principally due to large motions of the $\beta 5-\beta 6$ loop in the simulation (which has experimental NOE cross-peaks to protons in the other two loops). The RMS deviation between $\log I$ and $\log \left(k r^{-6}\right)$ is 0.584 for the lowest-energy NMR-derived structure. For the simulation if all data are taken into consideration, the deviation is 0.831 , and if the 42 outliers (out of 1878) are taken out, then the deviation becomes 0.588 , which is not significantly different from the starting structure. In other words, the dynamic representation of the protein given by the simulation is as

Table 1. Hydrogen Bonds between Backbone Amide Hydrogen $\left(\mathrm{H}^{\mathrm{N}}\right)$ and Carbonyl (O) Present for More than $50 \%$ of Frames in the Simulation

| $\begin{aligned} & \mathrm{H}^{\mathrm{N}} \\ & \text { donor } \end{aligned}$ | 0 acceptor | $\begin{gathered} \text { \% } \\ \text { occupancy } \end{gathered}$ | secondary structural element | $\mathrm{H}^{\mathrm{N}}$ <br> donor | 0 acceptor | \% occupancy | secondary structural element |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| G1 | N94 | 82.9 | $\beta 1-\beta 6$ strand | $142^{a}$ | A38 | 72.2 | $\alpha 2$ helix |
| Y3 ${ }^{\text {a }}$ | C92 | 99.7 | $\beta 1-\beta 6$ strand | G43 | A39 | 98.2 | $\alpha 2$ helix |
| R5 ${ }^{\text {a }}$ | A90 | 98.9 | $\beta 1-\beta 6$ strand | F44 | A39 | 51.0 | $\alpha 2$ helix |
| A19 ${ }^{\text {a }}$ | T15 | 99.8 | $\alpha 1$ helix | G50 ${ }^{\text {a }}$ | G58 | 74.8 | $\beta 3-\beta 4$ strand |
| K20 ${ }^{\text {a }}$ | Y16 | 94.5 | $\alpha 1$ helix | W51 ${ }^{\text {a }}$ | D89 | 99.9 | $\beta 3-\beta 6$ strand |
| A21 ${ }^{\text {a }}$ | A17 | 78.3 | $\alpha 1$ helix | M52 ${ }^{\text {a }}$ | R56 | 98.9 | $\beta 3-\beta 4$ strand |
| V22 ${ }^{\text {a }}$ | E18 | 96.1 | $\alpha 1$ helix | A53 | A31 | 99.2 | tertiary |
| C23a | A19 | 82.5 | $\alpha 1$ helix | R56 | M52 | 83.0 | $\beta 3-\beta 4$ strand |
| E24 ${ }^{\text {a }}$ | K20 | 92.0 | $\alpha 1$ helix | G58 ${ }^{\text {a }}$ | G50 | 83.6 | $\beta 3-\beta 4$ strand |
| F25 ${ }^{\text {a }}$ | A21 | 90.1 | $\alpha 1$ helix | Y59 ${ }^{\text {a }}$ | 176 | 97.5 | $\beta 4-\beta 5$ strand |
| E26 | V22 | 82.7 | $\alpha 1$ helix | 161 | G74 | 88.0 | $\beta 4-\beta 5$ strand |
| G27 | C23 | 77.1 | $\alpha 1$ helix | G65 | G69 | 80.0 | $\beta 4-\beta 5$ loop |
| G28 | C23 | 92.3 | $\alpha 1$ helix | G69 | G65 | 62.3 | $\beta 4-\beta 5$ loop |
| H29a | Y93 | 75.8 | $\beta 2-\mathrm{b} 6$ strand | $176{ }^{\text {a }}$ | Y59 | 98.6 | $\beta 4-\beta 5$ strand |
| A31 ${ }^{\text {a }}$ | Y91 | 99.2 | $\beta 2$-b6 strand | Y78 | V57 | 83.2 | $\beta 4-\beta 5$ strand |
| L36a | T32 | 92.9 | $\alpha 2$ helix | W88 ${ }^{\text {a }}$ | L14 | 80.2 | $\beta 1 \mathrm{a}-\beta 6$ strand |
| E37a | Y33 | 98.7 | $\alpha 2$ helix | A90 ${ }^{\text {a }}$ | R5 | 80.4 | $\beta 1-\beta 6$ strand |
| A38 ${ }^{\text {a }}$ | K34 | 93.3 | $\alpha 2$ helix | Y91 | Y51 | 83.9 | $\beta 3-\beta 6$ strand |
| A39a | Q35 | 96.0 | $\alpha 2$ helix | C92 ${ }^{\text {a }}$ | Y3 | 94.6 | $\beta 1-\beta 6$ strand |
| $\mathrm{R} 40^{\text {a }}$ | L36 | 97.9 | $\alpha 2$ helix | Y93 ${ }^{\text {a }}$ | H29 | 99.9 | $\beta 2-\beta 6$ strand |
| $\mathrm{K} 41^{\text {a }}$ | E37 | 76.9 | $\alpha 2$ helix | N94 | G1 | 98.8 | $\beta 1-\beta 6$ strand |

${ }^{a}$ Experimentally determined slowly exchanging amide hydrogen.
good a fit to the experimental data as the static representation from simulated annealing (except in the $\beta 5-\beta 6$ loop). Furthermore, recent work has shown that a physically correct ensemble also correctly predicts the nonobserved NOEs. ${ }^{48}$ Such analysis is possible using the aromatic region (F, H, Y , and W residues) of the 2D-NOESY spectrum recorded in $\mathrm{D}_{2} \mathrm{O}$, which is the least ambiguous part of any of the NOESY spectra collected. In this region, 36 NOEs were predicted by both the lowest-energy NMR structure and the simulation ensemble ( $<5 \AA$ ) that were not assigned experimentally (it should be stressed that some of these 'missing assignments' may be due to artefacts or overlap). However, a further 68 NOEs were predicted by the NMR structure alone and 56 by the simulation alone that were not assigned experimentally. Therefore, in fact, the simulation predicts fewer nonassigned/nonobserved NOEs than the static lowestenergy NMR structure.

For direct comparison with the NMR spectra, the average distance $\left(\left\langle r^{3}\right\rangle^{-1 / 3}\right)$ was calculated from the simulation for all assigned NOEs in the $2 \mathrm{D}{ }^{1} \mathrm{H}$-NOESY in $\mathrm{D}_{2} \mathrm{O}$. It was assumed that if an NOE could be observed between protons in an NMR spectra, their average distance must be less than 0.5 nm (as is typically done). Using chemical shift tables, cross-peaks were labeled directly onto the raw NMR spectrum. A section of the 2D NOESY in the aromaticfingerprint region of the spectra is shown in Figure 6. Predictions that are within 0.5 nm are labeled in blue, while those in which the prediction was greater than 0.5 nm are labeled in red; this part of the spectrum was chosen to show both the agreement with the experimental data and also some disagreement. Out of 216 peaks assigned in the 2D NOESY,
the simulation predicted 185 to be within $0.5 \mathrm{~nm}(86 \%)$. The static starting structure placed 195 within the same distance (90\%).
3.4. Comparison with ${ }^{15} \mathrm{~N}$-Relaxation Data. While both a static structure and a dynamic simulation can predict the average NOEs reasonably well, only the simulation is capable of predicting parameters that are highly dependent on dynamics. One such set of observables can be obtained from ${ }^{15} \mathrm{~N}$-relaxation NMR experiments. Theoretically, NMR dipoledipole relaxation (as discussed here) is related to angular correlation functions calculated from vectors joining the relaxing nuclei. ${ }^{45,49}$ First, autocorrelation of the $\mathrm{N}-\mathrm{H}$-vectors on long timescales directly from the aqueous simulation resulted in an overall rotational correlation time of 2.4 ns that was too rapid for a molecule of this size. ${ }^{50}$ The Link_TSG6 molecule diffused with axial symmetry, but the diffusion tensor was found to have a slight anisotropy ( $D_{|/| \perp}$ ) of 1.13 .

Therefore, rather than computing $\mathrm{N}-\mathrm{H}$-bond-vector autocorrection functions for the freely rotating protein, they were calculated in the molecular frame (removing overall tumbling). In this frame the correlation functions did not decay to zero but to a constant value that describes the LipariSzabo order parameter ( $S^{2}$ ), see Figure 7(a). Comparison with the experimentally derived values gave a correlation coefficient of 0.38 and an RMSD of 0.14 (see the Supporting Information). The internal correlation functions were multiplied by an exponential representing overall tumbling, and the resultant data set was Fourier-transformed to produce a spectral density function. From this, the ${ }^{1} \mathrm{H}-{ }^{15} \mathrm{~N}$ heteronuclear steady-state NOE enhancement $(\eta)$ and $T_{1}$-values were calculated at residue specific positions. These were compared


Figure 4. Hydrogen bonds within the secondary structure elements of Link_TSG6. Experimentally determined slowly exchanging amides ${ }^{26}$ are marked with stars. Hydrogen bonds found in the simulation (with a fractional occupancy greater than $50 \%$ ) are marked by a dotted line and labeled with their percentage occupancy.
against actual NMR measurements made on ${ }^{15} \mathrm{~N}$-labeled protein. The best fit to the overall correlation time was 4.5 ns, leading to the comparison shown in Figure 7(b,c). For the $\eta$ - and $T_{1}$-values the respective correlation coefficients to experimental data were 0.74 and 0.15 , and the respective RMSDs were 0.16 and $0.44 \mathrm{~s}^{-1}$ (see the Supporting Information).

As found previously in a simulation of ubiquitin, ${ }^{15}$ some of the residues had $T_{1}$-values that were significantly larger and $\eta$-values that were significantly lower than the experimental data. This was primarily due to rapid local motion (on the picosecond time scale), rather than long time scale flexibility, perhaps due to the libration of the peptide plane. To investigate this, the calculation was repeated but this time using the $\mathrm{N}-\mathrm{C}^{\alpha}$-bond rather than the $\mathrm{N}-\mathrm{H}$-bond, i.e., a bond located along the axis of motion of the peptide plane. Due to the increased order parameters resultant from such a calculation, Figure 7(a), the overall correlation time that fitted the experimental data had to be increased to 5.5 ns . The correlation coefficient to experimental data increased to 0.57 ,
and the RMSD decreased to 0.11 (see the Supporting Information). Calculations using these values are shown using thick dotted lines in Figure 7(b,c). It can be seen that the fit is much closer to the experimental data than calculations using the $\mathrm{N}-\mathrm{H}$-bond. For the $\eta$ - and $T_{1}$-values the respective correlation coefficients to experimental data were 0.74 and 0.28 , and the respective RMSDs were 0.09 and $0.26 \mathrm{~s}^{-1}$ (see the Supporting Information). A disagreement between theory and experiment is still present around residue 80 , corresponding to the $\beta 5-\beta 6$ loop where most of the NOE violations were found.
3.5. Comparison with Scalar Coupling Data. The average conformation of the backbone can be assessed using vicinal scalar-couplings measured from NMR spectra. One coupling that can be measured routinely at most residues is the vicinal coupling ( ${ }^{3} J_{\mathrm{HNH} \alpha}$ ) between $\mathrm{H}^{\mathrm{N}}$ and $\mathrm{H}^{\alpha}$, which has a high value in $\beta$-sheets $(\sim 10 \mathrm{~Hz})$ and a low value in $\alpha$-helices ( $\sim 4 \mathrm{~Hz}$ ). Figure 8(a) shows that the couplings predicted from the simulation ensemble are in good agreement with experimental measurements (from an HMQC- $J$


Figure 5. Correlation between the calibrated experimental NOESY measurements (log intensity, $I$ ) from four NMR data sets ${ }^{26}$ and (a) the original lowest energy NMR structure and (b) the $0.25 \mu \mathrm{~s}$ simulation performed here. (c) Shows this correlation to the simulation for all of the predicted NOEs and (d) shows the difference between the log values along the backbone of the protein. Regions of disagreement are marked with double arrows.
experiment). In fact, the agreement with the simulation is better than the lowest energy NMR structure. The simulation ensemble and NMR structure have correlation coefficients to experimental data of 0.70 and 0.60 , respectively, while the RMSDs to experimental data are 1.48 and 1.91 , respectively (see the Supporting Information).

Pairs of $(\phi, \psi)$ values were extracted from the simulation, and scatter plots were constructed for every peptide linkage in the protein (see the Supporting Information). It was found that many of the linkages have multiple regions of exploration and, in particular, those N -terminal to glycine residues. For those linkages that had a single region of exploration (monomodal), an average and standard deviation can be meaningfully expressed. Most of the averages are restricted to the right-handed $\alpha$-helix and $\beta$-region of the Ramachandran plot as expected (see the Supporting Information).
3.6. The Dynamic Structure of the Backbone and Side Chains. Having shown that the simulation predicts the


Figure 6. Part of the aromatic fingerprint region extracted from the ${ }^{1} \mathrm{H}-{ }^{1} \mathrm{H}$ NOESY experiment performed in $\mathrm{D}_{2} \mathrm{O}$ on Link_TSG6, showing the NOEs that are, on average, predicted to be within 0.5 nm in the simulation (blue) and those that are not (red). Each peak is labeled with its NMR assignment. This region was purposely selected as one with more disagreements than average.
diverse range of experimental data as well as the static ensemble of NMR-structures (except at the $\beta 5-\beta 6$ loop) it can be used to inform us about nanosecond time scale dynamics in the protein backbone and side chains. Previously, it was shown that upon hyaluronan-binding, the $\beta 4$ $\beta 5$ loop opens under conformational rearrangements involving the C47-C68 disulfide bridge. It is therefore pertinent to examine further whether the free protein momentarily adopts such a conformation (which would substantially increase the protein surface accessible area). Figure 8(b) shows that the initial protein surface area $\left(60 \mathrm{~nm}^{2}\right)$ decreases momentarily (to $52 \mathrm{~nm}^{2}$ ) before rising again. Following this, the protein undergoes an oscillatory motion with the surface area varying between $53 \mathrm{~nm}^{2}$ and $62 \mathrm{~nm}^{2}$, over a period of 150 ns . Recalculation of the accessible surface area with the $\beta 4-\beta 5$ loop omitted indicated that this oscillatory motion did


Figure 7. (a) Calculated Lipari-Szabo order parameters from the simulation of Link_TSG6. The thin, continuous line represents order parameters calculated using the NH -vector and the thick, dotted line from the $\mathrm{N}-\mathrm{C}^{\alpha}$-vector. (b,c) ${ }^{15} \mathrm{~N}$ relaxation parameters calculated from correlation functions calculated in the molecular frame and an overall tumbling time of 4.5 ns and 5.5 ns for the NH - and $\mathrm{N}-\mathrm{C}^{\alpha}$-bonds, respectively. The experimental data are also plotted, using error bars.
not come from mobility of this loop and the momentary exposure of a binding groove. Further, the overall trend in the radius of gyration (calculated without mass weighting), shown in Figure 8(c), was similar to that seen in accessible surface area. Therefore, it is suggested (since the radius of gyration provides a view of global protein reorganization) that this trend in surface area simply comes from a slow overall breathing motion of the protein on the nanosecond time scale.

The flexibility of various parts of the protein simulation was quantified by calculating the RMSF (root-mean-square fluctuation) for $\mathrm{N}-\mathrm{H}$-groups in the molecular frame, Figure 9(a). In the majority of cases, the amide hydrogen atoms have more flexibility than their neighboring nitrogen atoms during the simulation because the peptide planes undergo local librational motion; this may account for the discrepancies between the calculated ${ }^{15} \mathrm{~N}$-relaxation measurements.


Figure 8. (a) Comparison between experimentally determined ${ }^{3} J_{\mathrm{H} \mathrm{\alpha HN}}$ (using error bars to one standard deviation) and the values calculated from the simulation (blue squares and thin lines) and from the lowest energy NMR-derived structure (red circles and thick lines). (b) Calculated surface area for the whole protein as a function of simulation time (black) and for the protein with the $\beta 4-\beta 5$ loop omitted (gray). (c) Radius of gyration as a function of time for the whole protein (without mass weighting).

Amide groups not conforming to this general relationship occur exclusively around R81 and localize to regions of the protein simulation that disagreed with the experimental NOE measurements. The simulation predicts that the major points of flexibility of the amide-hydrogen atoms are K98, G10, N67, and F25 (RMSFs $\sim 0.4 \mathrm{~nm}$ ). Residues G10 and K98 have low ${ }^{1} \mathrm{H}-{ }^{-15} \mathrm{~N}$ NOE values, Figure 7(a), indicative of flexibility, and the side chain of N67 has previously been shown to be flexible. ${ }^{51}$ The simulations also suggest that this flexibility is present in the adjacent nitrogen atoms, except at F25, which is one of the least flexible points of the backbone. Therefore, as expected, there is a good correlation between amide hydrogen and nitrogen RMSFs in the


Figure 9. (a) Histogram of the root-mean-square fluctuation (RMSF) of the backbone $\mathrm{H}^{\mathrm{N}}$ (black bars) and N (gray bars) atoms at specific residue positions. (b) Autocorrelation function for the $\mathrm{N}-\mathrm{H}$ vector of K11 fitted to mono- and bimodal exponential and the equation described in eq 1 of the text.
simulation. From Figure 9(a), G50 and G58 have the most ordered amide hydrogen atoms. These residues are located in the core of the protein and form hydrogen bonds to each others' carbonyl oxygen atoms across the $\beta 3$ - and $\beta 4$-strands, Figure 4. However, in the calculations of molecular frame order parameters ( $S^{2}$ ) described above, Figure 7(a), these residues had $S^{2}$-values that were indistinguishable from residues in the other secondary structural elements. Furthermore, K98, G10, G55, and F44 had low calculated $S^{2}$ values, but the RMSFs of K98 and G10 are high ( $\sim 0.4 \mathrm{~nm}$ ), whereas, for G55 and F44, the RMSFs are lower ( $\sim 0.2 \mathrm{~nm}$ ). Therefore, there does not appear to be a relationship between the molecular frame order parameter ( $S^{2}$ ) and amidehydrogen RMSF.

The angular autocorrelation functions for $\mathrm{N}-\mathrm{H}$-vectors contain information on the time scale of motion of the backbone, i.e., the faster the decay, the faster the motion. It was found that calculated correlation functions $\left(C^{(i)}\right)$ in the molecular frame did not fit very well to an exponential form as postulated originally by Lipari and Szabo. ${ }^{45}$ Rather, interpretation of the correlation functions as an exponential resulted in ambiguities in establishing the decay constant; this may be due to the fact that it is theoretically impossible to define a consistent molecular frame for a dynamic molecule. However, the empirical eq 1 was found to fit all of the decay curves well, and a meaningful decay constant


Figure 10. (a) The maximum time scale of internal motions at residue-specific positions calculated by fitting an empirical equation (see text) to the molecular frame correlation functions. (b) The minimum, maximum, and average RMSF of side chains are shown with key hyaluronan and heparin binding residues indicated. Note: K20, K34, K41, and K54 have been shown experimentally to bind heparin; R56 and R84 were predicted to be involved, but folded mutants could not be obtained for these residues.
$(k)$ could be extracted to estimate the time scale of motion, Figure 9(b).

$$
\begin{equation*}
C^{(i)}(t)=S^{2}+\frac{1-S^{2}}{1+(t / k)^{1 / 2}} \tag{1}
\end{equation*}
$$

For time $t=361 k$ the correlation function has decayed almost fully to $0.05\left(1+19 S^{2}\right) \approx S^{2}$. Hence, this is a time parameter that represents the longest time scale correlations found at each amide hydrogen, and these are plotted for each residue in Figure 10(a). It is interesting to note that the backbone amide groups within the secondary structure elements are predicted to undergo rather rapid motion (picosecond time scale), whereas those in loops undergo motion on the nanosecond time scale. The tail is predicted to undergo motion on an even longer time scale.
3.7. Side-Chain Dynamics of Key Binding Residues. Figure 10(b) shows the average, maximum, and minimum RMSF found within each side chain in Link_TSG6; key residues that bind to hyaluronan and heparin are indicated. Residues involved in binding to glycosaminoglycans are particularly flexible in the free protein and particularly so at their ends, where they would make contact with ligand. One


Figure 11. (a) The hyaluronan-bound NMR-structure of Link_TSG6 with a hyaluronan oligosaccharide modeled into the binding groove, reproduced from Blundell et al., with key residue indicated. (b,c) Overlay of 50 structures from the simulation of Link_TSG6 showing (b) the hyaluronan-binding residues, aligned with the model in (a) and (c) the heparin-binding residues with the protein viewed from the side.
of the most flexible side chains in the whole molecule is Y59, which is found at the center of the hyaluronan-binding groove in the structure of the complexed protein. However, this residue appears well defined in the family of NMR structures. ${ }^{26}$ A possible explanation for this is that a large number of NOE cross-peaks are often observed to tyrosine residues, which may result in simulated annealing overconstraining them on the surface. Furthermore, the region K54R84, while the simulation suggests that it contains the highest density of dynamic side chains in the molecule and many hyaluronan and potential heparin binding residues, has relatively slow backbone dynamics (nanosecond time scale), which may have an important part to play in ligand specificity and binding.

Figure 11(a) shows the lowest-energy NMR-structure of hyaluronan-bound Link_TSG6, ${ }^{26,32}$ while in Figure 11(b), the 50 conformations of the same residues from the simulation of the free protein are given for comparison. All of the residues can be seen to be particularly dynamic, and their orientation is largely projecting into solution away from the protein surface. It can also be seen clearly that residue Y78 moves closer to Y59, due to unfolding of the $\beta 5-\beta 6$ loop. In Figure 11(c), the heparin binding side chains (which are on another face of the protein) are shown. All these basic side chains are again projecting away from the protein surface, but in this case are relatively more ordered (except for R84, which is probably partly due to movement of the unfolded $\beta 5-\beta 6$ loop).

## 4. Discussion

The $0.25 \mu$ s simulation of Link_TSG6 performed here, while as good a fit to the experimental NOE data as static NMRstructures outside of the $\beta 5-\beta 6$ loop, has the ability to provide additional new insight into protein dynamics. Deviations from the experimental data were almost exclusively localized to the $\beta 5-\beta 6$ loop, which lost its original structure and became disorganized within the first 50 ns of simulation time, Figure 3(a). In the rest of the protein, the RMSF of backbone nitrogen atoms was less than 0.1 nm for the majority of the backbone, Figure 9(a); notable exceptions were found in the backbone around G10, R81, and N67 and at the protein C-terminus (K98). Similar observations were made in two
simulations of ubiquitin, started from either NMR and XRC structures, ${ }^{15}$ where both trajectories were found to be stable with an average RMSF for the backbone atoms of around 0.1 nm . Comparison with NMR NOESY cross-peaks from ubiquitin showed that only four restraints were violated by more than 0.05 nm in the NMR-trajectory, while the XRC trajectory had slightly more, with 13 violations (out of 985 unambiguous restraints); this is a total of $1.3 \%$ violations in ubiquitin compared to $2.2 \%$ in the simulation presented here. As we have found for the $\beta 5-\beta 6$ loop of Link_TSG6, all the ubiquitin violations were restricted to one section of the protein.

The simulation of Link_TSG6 correctly predicted highoccupancy intramolecular hydrogen bonds in secondary structure where they had been experimentally determined on the basis of amide exchange rates and NOE patterns but were predicted to extend further out from the ends of $\beta$-strands than previously reported. ${ }^{26}$ The most occupied hydrogen bonds were localized to $\alpha$-helices and toward the middle of $\beta$-sheets. A highly occupied tertiary structure hydrogen bond was predicted linking $\mathrm{A} 53 \mathrm{H}^{\mathrm{N}}$ (in the $\beta 3-\beta 4$ loop) to A 310 (in strand $\beta 2$ ) that has not been documented previously; this could account for the high-resolution obtained for the A53 methyl side chain during the NMR-structure determination, which was surprising given that A53 is the central residue in a $\beta$-turn. The simulations also predicted that the single slowly exchanging hydroxyl group of T32, found by NMR measurements, ${ }^{26}$ was solvent exposed and not involved in extensive hydrogen bonds. The reason for this slow exchange, therefore, still remains a mystery, although it may indicate an ion-binding site. In a previous 3 ns simulation of bacterial cytochrome $c,{ }^{17}$ intramolecular hydrogen bonds were used as a basis for calculating amide protection factors. While amide hydrogen bonds were found throughout the protein, their fractional occupancy was highest in the helices, giving them the highest amide protection factors. However, bacterial cytochrome $c$ does not possess $\beta$-sheets, so they could not be considered. In the present simulation, it was found that high amide hydrogen protection can be found in both helices and sheets. Within $\beta$-sheets, the most central strands $(\beta 3, \beta 6)$ have the highest protection factors, as might be expected.

The aqueous simulation of Link_TSG6 predicted a rotational tumbling time of 2.4 ns , which is lower than that calculated ( $4.5-5.5 \mathrm{~ns}$ ) from ${ }^{15} \mathrm{~N}$-relaxation measurements. This compares favorably with a previous aqueous simulation of ubiquitin, ${ }^{15}$ which had an even greater disagreement ( 0.74 ns as opposed to an experimental value of 4.03 ns ), suggesting that the current simulation is making reasonably accurate predictions on the nanosecond time scale. Both SPC (used in the ubiquitin simulations) and TIP3P (used here) display good thermodynamic properties, but their kinetic properties differ from the experimental values, and, in particular, they severely overestimate the diffusion coefficient of water while underestimating bulk water viscosity. ${ }^{52-54}$ These disagreements underline the fact that molecular mechanics simulations of this type, i.e., using simple models of water, cannot predict the overall tumbling rates for proteins. In spite of these disagreements, the diffusional anisotropy ( $D_{|| | \perp}$ ) calculated for ubiquitin was close to the experimental value of $1.17 .{ }^{15}$ The diffusional anisotropy calculated for Link_TSG6 is similar to ubiquitin and hence may be a good predictor of the experimental value (not yet experimentally determined).

The simulation of Link_TSG6 appears to contain too much fast time scale (subnanosecond) fluctuation at the amide hydrogens, which results in a rapid initial decay of the angular correlation function and order parameters that are lower than those required to predict the ${ }^{15} \mathrm{~N}$-relaxation parameters. The flexibility of the amide hydrogen around F25, in particular, is not reflected in the RMSD of the neighboring nitrogen backbone, Figure 9(a), nor is reflected in the ${ }^{15} \mathrm{~N}$-heteronuclear NOE measurements, Figure 7(b). The apparent disagreement between the heteronuclear NMR data and back-calculations from simulations is therefore likely to be due to rapid local librations of the peptide planes. Simulations of ubiquitin exhibited similar phenomena, and the calculated order parameters deviated from the experimentally derived values. Interestingly, however, it was found that internal motions in the $2-6 \mathrm{~ns}$ range are not well represented by heteronuclear relaxation data because they are obscured by relaxation due to the overall tumbling time of the molecule, which is of the same order. Therefore, ${ }^{15} \mathrm{~N}$ relaxation experiments that are traditionally used to infer dynamic information in proteins may be largely insensitive to important nanosecond time scale dynamics and vastly more sensitive to picosecond time scale dynamics. Simulations therefore currently play an essential role in investigating motions on these longer nanosecond timescales that are not accessible to NMR, but it is crucial that each simulation is tested against experimental data to assess its general validity before conclusions are drawn.

Residues Y78 to W88 in the $\beta 5-\beta 6$ loop are seen to have a high flexibility in the simulation, and the mean structure deviates from the NMR-derived conformation. Comparison with experimental data suggest that this motion is not realistic. This $\beta 5-\beta 6$ loop of Link_TSG6 is surrounded by several acidic and basic residues (D77, R81, R84, E86, R87, and D89), which suggests that there are a complex set of electrostatic interactions. Since the original structure calculations may not have placed the side chains in ideal positions,
this could have led to some unfavorable electrostatic interactions that destabilized the loop. The unfolding of the loop leads to Y78 moving to be in the proximity of R81, as shown in Figure 11(b). However, it should be noted that this loop is the longest in the protein (twice as long as any other) and has no secondary structure, disulfide bridges, hydrogen bonds, or salt-bridges to stabilize it. Furthermore, it is also the location of a sizable insertion in the second Link module of the hyaluronan-binding domain of the Type C members of the Link module superfamily. ${ }^{32}$

Furthermore, it is known that CHARMM22 does not model the $\alpha-\mathrm{L}$ region of ( $\phi, \psi$ ) potential energy surface (including glycines) by significantly overestimating the relative energy, which may explain some of these observed anomalies within the loops of TSG-6. ${ }^{55,56}$ Simulations performed using the CMAP correction to the CHARMM22 force-field may be able to more accurately model the protein and alleviate some of these problems. ${ }^{35}$

The hyaluronan-binding $\beta 4-\beta 5$ loop was difficult to define by NMR and simulated annealing because fewer NOEs per residue than average could be obtained ${ }^{26}$ since it contains two proline residues (P64 and P66) and three glycine residues (G65, G69, and G71). Due to this, the $\beta 4-\beta 5$ loop had a similar flexibility in both the calculated NMR ensemble and the simulation, which is largely fortuitous. The simulation also indicated that other loops in the protein are more flexible than the NMR ensemble suggests, probably because simulated annealing results in overconstraining when there is a large amount of NOE data, i.e., it purposefully uses experimental data to generate the impression of a static structure when no such structure exists in solution. This overconstraining may be due to the fact that there are often more NOE restraints than rotatable degrees of freedom in the molecule.

The simulations, while long ( $0.25 \mu \mathrm{~s}$ ), provided no evidence for the opening/closing motion of the hyaluronanbinding $\beta 4-\beta 5$ loop on the nanosecond time scale. This suggests that the bound conformation of this loop is not sampled in unbound protein, further indicating an inducedfit mechanism for binding of hyaluronan. ${ }^{26}$ A second set of NMR-assignments was found for the $\beta 4-\beta 5$ loop at I61, V62, and K63, which was hypothesized to be due to cis-trans isomerization of P64 or P66. ${ }^{26}$ It should be noted that the current simulation is not capable of investigating such longtime scale phenomena.

It was also found that the backbone of loops and the C-terminal tail were involved in slower time scale motions (nanosecond) than secondary structural elements, which were involved in faster time scale motions (picosecond). In particular, the backbone within elements $\alpha 1, \alpha 2, \beta 3$, and $\beta 6$ have the fastest time scale motions (less than 10 ps ), which interestingly coincide with the regions in the protein that have the highest amide hydrogen exchange protection factors. In fact, it could be hypothesized that there is an inverse relationship between time scale of local dynamic motion and amide hydrogen protection factors (EX2-regime) according to this calculation.

Surface side chains are generally not well characterized in NMR structure ensembles since there are relatively few

NOE constraints to side chain nuclei. A consequence of this is that NMR ensembles generally show them in a variety of conformations, some flat against the protein surface, simply due to lack of experimental data. The most favorable configuration for many of these side chains is to be pointing away from the protein surface and highly solvent exposed, as shown in Figure 11(c). This is particularly important for understanding how heparin binds to this Link-module, which is likely to occur via the positive charge at the end of the long and flexible side chains of lysine and arginine residues. However, it should be pointed out that side chains are the most difficult part of the protein to characterize experimentally, and the predictions made for side chains by the simulation are largely untested at this stage.

In the NMR-determined structure of Link_TSG6 complexed with hyaluronan, ${ }^{26}$ Figure 11(a), Y59 and Y78 lie flat against the protein surface and are highly ordered, even unusually displaying distinct $\mathrm{H}^{\epsilon} / \mathrm{H}^{\delta}$ chemical shifts on each side of the ring. In contrast, in the free protein they project outward and are highly mobile, having only one chemical shift for the $\mathrm{H}^{\delta}$ and $\mathrm{H}^{\epsilon}$ ring protons. This is reflected in the simulation, which predicts that amino acids known to be involved in hyaluronan, bikunin, and heparin binding are among the most mobile in the protein. Therefore, the specific, average side-chain orientations determined from the few observed NOEs is a gross simplification arising from simulated annealing, which does not account for side-chain mobility. However, it may be possible to gain further insight into the specific dynamics of side chains by other methods and simultaneous use of NOEs and residual dipolar couplings ${ }^{57}$ or by improving the experimental data set by using specific isotopic labeling. ${ }^{58}$

This new representation of the Link-module of TSG-6 provides information about dynamics on the nanosecond time scale while being as good a fit to experimental data over the majority of the structure as a static ensemble derived by simulated annealing. It will be invaluable for understanding the dynamic molecular basis of its interactions with ligands and the role and conservation of individual amino acids in the Link-module superfamily. Ultimately, these advances will underpin a dynamic understanding of extracellular matrix assembly, remodeling, and the changes that occur in physiological and disease states.

Abbreviations: XRC - X-ray crystallography; NMR nuclear magnetic resonance; MD - molecular dynamics; NOE - nuclear Overhauser effect; NOESY - NOE spectroscopy; HSQC - heteronuclear single quantum coherence; HMQC - heteronuclear multiple quantum coherence; CSD - chemical shift deviation; TSG-6 - tumor necrosis factor stimulated gene-6; Link_TSG6 - recombinant link-module domain from human TSG-6; RMS - root-mean-square; RMSD - root-mean-square deviation; RMSF - root-meansquare fluctuation.
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#### Abstract

In this paper we present a method to calculate a temperature-dependent optimized conformational transition pathways. This method is based on the maximization of the flux derived from the Smoluchowski equation and is implemented with a probabilistic roadmap algorithm. We have tested the algorithm on four systems-the Müller potential, the three-hole potential, alanine dipeptide, and the folding of $\beta$-hairpin. Comparison is made with existing algorithms designed for the calculation of protein conformational transition and folding pathways. The applications demonstrate the ability of the algorithm to isolate a temperature-dependent optimal reaction path with improved sampling and efficiency.


## I. Introduction

Protein/peptide conformational transitions are closely related to their biological function. Here, the conformational transition is broadly defined, including the transition from an unfolded state to the folded state, from a partially unfolded intermediate state to the native state, or the disorder-to-order transition for intrinsically disordered proteins. It is of great challenge and significance to describe this long-time process accurately and effectively using computational approaches. ${ }^{1}$ This process can be investigated using the "chain of states" methods to identify all intermediates and transition states between the two-end conformations concomitantly. ${ }^{2-22} \mathrm{~A}$ number of these methods search for the steepest descent path or minimum-energy path. While the steepest descent path may make significant contributions to the reaction rate, it has been noticed that, in general, the observed average dynamics is not determined solely by the steepest descent path. ${ }^{13,23}$ Therefore, including temperature effect in the calculation of transition pathway is desired. Methods have been developed to generate an ensemble of transition

[^1]pathways. ${ }^{24-27}$ In principle, the transition-path sampling (TPS) method can be applied to any system to provide detailed information about the transition at a given temperature. However, in practice, they are too computationally demanding for larger systems, e.g. a collection of a few hundred unfolding pathways of a 16 -residue peptide took $\sim 3$ months on an 8 -node, $1-\mathrm{GHz}$ Athlon PC cluster. ${ }^{28}$ Furthermore, the quality of the path sampling relies on a proper definition of the stable states by order parameters. It may need an even longer time to fulfill the requirements of order parameters by trial and error.

Elber and Shalloway have developed a cost-effective method to include temperature effect based on a classical expansion of path integral for a stochastic process. However, in their method, the time for transition is a variable. ${ }^{29}$ Huo and Straub have developed a time-independent algorithm to search for protein/peptide conformational transition pathways at a well-defined temperature. ${ }^{30}$ This algorithm is based on the work of Berkowitz and co-workers who derived variational formulas for the optimal transition pathway connecting the reactant and the product. ${ }^{3}$ Suppose that the conformational transition is a stochastic process, the probability distribution of the system is well described by the Smoluchowski equation. ${ }^{31}$ Assuming that the friction $(\gamma)$ of the system is isotropic and spatially independent, the optimal
(a)

(b)
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Figure 1. Schematic representation of the PRM approach applied to the Müller potential. ${ }^{40,41}$ (a) Node generation. Each black dot represents a node. (b) Roadmap connection. All of the blue lines are edges connecting the nodes. (c) Roadmap query. The shortest path is denoted by the red line.
reaction pathway is defined as the one that maximizes the reactive flux $(j)$ between the reactant $\left(\left\{\mathbf{r}_{\mathrm{R}}\right\}\right)$ and the product ( $\left\{\mathbf{r}_{\mathrm{P}}\right\}$ ), $\operatorname{Max}\left\{j \propto\left[1 / \gamma \int e^{\beta U(\mathbf{r})} d l(\mathbf{r})\right]\right\}$, or minimizes the mean first passage time $(\tau),{ }^{3,30} \operatorname{Min}\left\{\tau \propto \gamma \int e^{\beta U(\mathbf{r})} d l(\mathbf{r})\right\}$. The objective is to minimize the line integral

$$
\begin{equation*}
P=\int_{\mathrm{r}_{R}}^{\mathrm{r}_{P}} e^{\beta U(\mathbf{r})} d l(\mathbf{r}) \tag{1}
\end{equation*}
$$

In eq $1, \beta=1 / k T$, where $k$ is the Boltzmann constant, and $T$ is the absolute temperature. $U(\mathbf{r})$ is the effective energy of the system for a given conformation $\{\mathbf{r}\}$, including the intramolecular interaction energy of the protein/peptide and the solvation free energy. Also in eq $1, d l(\mathbf{r})$ is the line segment along the path. By minimizing the line integral of eq 1 using the self-penalty walk method, ${ }^{7}$ one can obtain an optimal pathway corresponding to the fastest reaction rate. ${ }^{30}$ This algorithm is called MaxFlux and has been successfully applied to study the conformational change of peptides. ${ }^{32,33}$

Based on the same idea of maximizing the flux, but using the differential equation derived by Berkowitz et al. instead of the integral equation, ${ }^{3}$ Crehuet and Field ${ }^{34}$ described an alternative MaxFlux by implementing the nudged-elasticband method, ${ }^{11}$ called MaxFlux-NEB. It has been demonstrated that MaxFlux-NEB works well for small molecules and model peptides. ${ }^{34}$ However, both the original MaxFlux and MaxFlux-NEB rely on global minimization methods. They both start from an initial guess which is usually a linear interpolation between the reactant and the product. If the initial guess happens to be close to the optimal pathway, a local minimization method is good enough to find the optimal pathway. ${ }^{30}$ However, when the initial guess is far away from the final path, computationally demanding global minimization methods are required, for example, simulated annealing or a molecular dynamics parallel tempering scheme. ${ }^{35}$ Note that we are talking about searching for the global minimum in the path space, instead of the conformational space. The former is more time-consuming than the latter. One way to deal with the global minimization problem is to employ a stochastic sampling method proposed by Woolf and coworkers. ${ }^{26}$ However, applications in biomolecular systems are still the major challenge for this method.

In this work, we present an alternative way to tackle the sampling issue. We propose to combine MaxFlux with the probabilistic roadmap (PRM) motion planning method that
is originally developed for robotics motion planning and has been applied to study various problems. ${ }^{36-38}$ We do not intend to give a complete review of PRM, rather, we mainly introduce Amato and co-workers's PRM application on protein folding landscape and kinetics ${ }^{39}$ because their work is closely related to our present article. The details of the combined approach of MaxFlux and PRM are presented in the MaxFlux-PRM method section, and the applications are in Results and Discussion section.

## II. The PRM Method

The basic idea of PRM is to extract the pathways from a roadmap. There are three stages of PRM as shown in Figure 1: (1) node generation; (2) roadmap connection; and (3) roadmap query. The objective of the node generation is to sufficiently sample the region of conformational space surrounding the final conformation or the product, e.g. the native state of protein. A conformation is called a node ( $q$ ) in the roadmap. Biased sampling strategies in the $(\phi, \psi)$ space have been successfully applied for medium-size proteins (more than 100 amino acids). ${ }^{38,39,42} \mathrm{~A}$ threshold can be set to remove the high energy nodes. The details of the techniques of node generation to ensure adequate coverage of the conformational space will be presented in the MaxFlux-PRM method section.
The second stage is to connect the generated nodes to obtain a roadmap or a graph. The objective of this stage is to construct a roadmap encoding the representative paths. For each generated node or conformation, its $k$ nearest neighbors will be found. The neighbor can be defined using the root-mean-square (rms) distance or Euclidean distance. The value of $k$ is adjustable. Previously, $k=20$ was set. ${ }^{38,39,42}$ The connection between a node (e.g. $q_{1}$ ) and its neighbor (e.g. $q_{2}$ ) is called an edge. A weight is assigned to each edge defined as

$$
\begin{equation*}
\omega\left(q_{1}, q_{2}\right)=-\ln \left(P_{\text {connection }}\right) \tag{2}
\end{equation*}
$$

where
$P_{\text {connection }}=$

$$
\left\{\begin{array}{ll}
e^{-\Delta E / k_{\mathrm{B}} T} & \text { if } \Delta E>0, \Delta E=E\left(q_{2}\right)-E\left(q_{1}\right)  \tag{3}\\
1 & \text { if } \Delta E \leq 0
\end{array}\right\}
$$

By connecting all the nodes, the roadmap is constructed and
appears like a net lying on the energy surface (Figure 1(b)). However, note that in eq 3 , there is no difference between downhill movement and moving on a flat surface because when either $\Delta E<0$ or $\Delta E=0, P_{\text {connection }}=1$. Moreover, the magnitude of downhill movement is not taken into account, for example, $\Delta E=-0.0001 \mathrm{kcal} / \mathrm{mol}$ has the same value of $P_{\text {connection }}$ as $\Delta E=-1000 \mathrm{kcal} / \mathrm{mol}$.

The final stage is to query the roadmap to extract the optimal pathway from a given initial conformation to the final destination, such as the native state. Dijkstra's algorithm ${ }^{43}$ is employed to find the smallest weight path between the initial and final conformation (Figure 1(c)). The optimal path from $q_{1}$ to $\mathrm{q}_{n}$ through $n-2$ nodes satisfies

$$
\begin{equation*}
w\left(q_{1}, q_{2}, \ldots . q_{n}\right)=\min \left\{\sum_{i=1}^{n-1}-\ln \left(p_{i \text { connection }}\right)\right\} \tag{4}
\end{equation*}
$$

where $n$ is not fixed and may vary from path to path. If we plug eq 3 into eq 4 , we can get an equivalent criterion of the optimal path as

$$
\begin{align*}
& w\left(q_{1}, q_{2}, \ldots . q_{n}\right)=\min \left\{\frac{1}{k T} \sum_{\text {uphill }} \Delta E_{i}\right\} \quad \text { or } \\
& w\left(q_{1}, q_{2}, \ldots . . q_{n}\right)=\min \left\{\sum_{\text {uphill }} \Delta E_{i}\right\} \tag{5}
\end{align*}
$$

The querying process searches for the least uphill movement. As a result, this PRM method misses the intermediate states if any. In other words, it is more suitable to two-state transitions than multistate transitions. This shortcoming can be illustrated on model potentials as shown in the section of results. Furthermore, since $1 / k T$ can be moved outside the sum in eq 5, the pathway does not change with temperature. As a result, the pathway found by PRM is not temperature dependent. However, the strength of PRM is its enhanced sampling and efficiency. It can map the potential energy landscape and generate sets of representative transition pathways from a single roadmap. The system can avoid being trapped in a local minimum, and no detailed simulations are needed plus it is initial-guess free. The PRM method has been applied to study protein folding pathways of 14 proteins up to the size of 110 amino acids. ${ }^{39}$ The order of secondary structure formation along the PRM pathway has been found to be in good agreement with the experimental results. ${ }^{39,42}$ Note that all of the proteins that have been studied by PRM have two-state folding behavior. PRM and MaxFlux naturally complement each other. By replacing the edge weight function of PRM in eqs 2-5 with the MaxFlux equation (eq 1), we can search for temperature-dependent transition pathways with enhanced sampling and the capability to study the multistate transition pathways. This idea falls in the same category as a recent effort in network models for kinetics, ${ }^{44-46}$ while the differences are in node generation and the definition of edge weight. In MaxFlux-PRM, nodes are not generated by molecular dynamics or replica exchange as other network models.

## III. The MaxFlux-PRM Methods

We have tested the MaxFlux-PRM method on two model potentials, Müller and 3-hole, and two peptides, alanine
dipeptide ( AD ) and $\beta$-hairpin. For the Müller potential and 3-hole potential, we uniformly searched the potential energy surface to generate 5000 and 20000 nodes. All of the generated nodes were accepted without setting the energy threshold. Five intermediate conformations were added between two nodes by linear interpolation. The edge weight between nodes, e.g. $q_{0}$ and $q_{1}$, can be defined as

$$
\begin{align*}
w_{i}\left(c_{0}=q_{0}, c_{1}, \ldots, c_{m}, c_{m+1}=q_{1}\right)= & \\
& \sum_{i=0}^{m} e^{\beta U\left(c_{i}\right)}\left|r\left(c_{i+1}\right)-r\left(c_{i}\right)\right| \tag{6}
\end{align*}
$$

where $m=5$ and $\left|r\left(c_{i+1}\right)-r\left(c_{i}\right)\right|$ is the rms distance between conformations $c_{i+1}$ and $c_{i} . \beta=1 / k T$, where $k$ is the Boltzmann constant, and $T$ is the absolute temperature. $U$ is the energy of the system. For these model potentials, 5000 nodes can be considered a complete search; therefore, interpolation between nodes did not significantly improve the accuracy of the path but it made the path smoother.

For AD and $\beta$-hairpin, we describe the protein intramolecular interaction energy using CHARMM 19 polar hydrogen energy function ${ }^{47}$ and an effective energy function (EEF1) for solvation. ${ }^{48}$ We search for the path in the full $3 n$-dimension Cartesian coordinate. For AD, a node was generated by assigning each backbone dihedral angle a random value in its allowable range $([-\pi, \pi]$ in this simulation). Once the dihedral angles were generated, the conformation was minimized 100 steps using the adopted basis Newton-Raphson method with restraints on the backbone dihedral angles. Suppose that the thermal fluctuation of each dihedral angle is $10^{\circ}$, a search with more than $36 \times 36$ nodes can be considered complete for AD. We randomly generated 5000 nodes. Twenty nearest neighbors were found for each node. No linear interpolation between neighbors was applied.

Due to the high dimensionality of the protein conformation space, we adopt a focused sampling strategy ${ }^{42}$ for $\beta$-hairpin based on the fact that the reactant and product conformations are known. The MaxFlux-PRM procedure was illustrated in the flowchart (Figure 2). In particular, we generate a set of Gaussian distributions around the backbone dihedral angles of the reactant and product with a set of standard deviations (STDs) of $\left\{3^{\circ}, 5^{\circ}, 10^{\circ}, 15^{\circ}, 20^{\circ}, 25^{\circ}, 30^{\circ}, 40^{\circ}, 50^{\circ}, 60^{\circ}\right.$, $\left.80^{\circ}, 100^{\circ}, 130^{\circ}, 160^{\circ}\right\}$. The small STDs capture the detail around the reactant and product, while the larger STDs ensure adequate roadmap coverage of the conformation space. By random sampling from these distributions, we initially generated 200000 nodes. The side chains were built using CHARMM and minimized ( 3000 steps or $\Delta E<0.005 \mathrm{kcal} /$ mol whatever comes first) with the backbone dihedral angles restrained. This procedure helps to remove some bad contacts. To sample the side-chain conformations, $10^{4}$ steps of MC were performed for each node by moving the side chain only using the Monte Carlo (MC) module in CHARMM. ${ }^{49}$ By eliminating the nodes with a threshold, $E_{\max }$ $=-400 \mathrm{kcal} / \mathrm{mol}$, we obtained 93886 nodes, where $E_{\max }$ is adjustable and varies with the size of protein. The number of nodes is almost four times of that reported recently for the same system and the same force-field. ${ }^{50}$ We used rms


Figure 2. Flowchart for MaxFlux-PRM ( $\beta$-hairpin).
deviation as the criterion to find 40 nearest neighbors for each node with the prerequisite that the node has no more than one backbone hydrogen bond difference with its neighbor. The nodes that do not satisfy the neighboring requirements were removed. In fact, this kind of node is rare. No interpolation between nodes was carried out.

To introduce the temperature effect, we define the edge weight $\left(\omega\left(q_{0}, q_{1}\right)\right)$ as

$$
\begin{equation*}
w\left(q_{0}, q_{1}\right)=e^{\beta U\left(q_{0}\right)}\left|r\left(q_{1}\right)-r\left(q_{0}\right)\right| \tag{7}
\end{equation*}
$$

where $\left|r\left(q_{1}\right)-r\left(q_{0}\right)\right|$ is the all-atom rms distance between conformation $q_{0}$ and its neighbor $q_{1}$ in the Cartesian coordinate. $\beta=1 / k_{\mathrm{B}} T$, where $k_{\mathrm{B}}$ is the Boltzmann constant and $T$ is equal to 300 K for AD and $\beta$ hairpin. $U$ is the effective energy of the system (protein plus solvent) including the intramolecular interaction energy of the protein and the solvation free energy. Once all the neighbors were identified and all the edge weights were calculated, the roadmap was constructed. To find the minimum weight path between the extended state and the native fold, that corresponds to the maximum flux path, Dijkstra's algorithm was used to query the roadmap. The minimum weight path between the initial and final states is defined in the discretized form of eq 1 as

$$
\begin{equation*}
\omega_{\min }=\min \left\{\sum_{i=0}^{n-1} e^{\beta U\left(q_{i}\right)}\left|\mathrm{r}\left(q_{i+1}\right)-\mathrm{r}\left(q_{i}\right)\right|\right\} \tag{8}
\end{equation*}
$$

where the path connecting the initial and final states goes through $n-1$ nodes. When the samping is enough, either $U\left(q_{i}\right)$ or $U\left(q_{i+1}\right)$ can be used in eq 8 . Otherwise, the midpoint energy should be used. The weight of the path is the sum of


Figure 3. The transition pathway found for the Müller potential. The solid line is the PRM pathway, while the dashed line is the MaxFlux-PRM pathway. The pathways with 20000 nodes are presented.
the weights of its constituent edges. This is a well-defined single-pair shortest-path problem when all edges have nonnegative weight. As mentioned in the Introduction, the minimum weight path defined in eq 8 corresponds to the shortest mean first passage time or the fastest reaction rate.

## IV. Results and Discussion

Miiller Potential. The MaxFlux-PRM method was applied on the two-dimensional model potential of Fukui, Kato, and Fujimoto ${ }^{40}$ studied by Müller. ${ }^{41}$ There are three minima in the Müller potential: the reactant, the intermediate (a shallow metastable minimum), and the product. As shown in Figure 3, the PRM method (solid line) misses the metastable intermediate state. If a pathway goes through an intermediate state, the system has to move downhill to visit the minimum and then move uphill to escape from the minimum. According to eq 5, in the PRM method, only the uphill transition contributes to the edge weight, while the downhill transition is not taken into account. As a result, the downhill-to-uphill edge weight to visit the intermediate state is larger than that obtained by avoiding the intermediate state and directly going down to the product well. When we replaced the PRM edge weight function (eq 5) with the MaxFlux criterion (eq 1) to search for the pathway with maximum reactive flux or minimum mean first passage time, we identified a new path that visited the intermediate state (dashed line). The Max-Flux-PRM path is an estimate of the best path for the reaction at nonzero temperature $1 / \beta(\beta=0.06)$. This path is comparable to what would be defined by a minimum-energy path. ${ }^{51}$

3-Hole Potential. A more challenging test is the 3-hole potential developed by Huo and Straub ${ }^{30}$ which has been used by other groups. ${ }^{29,34}$ It is designed to isolate the globally optimal transition pathway. As shown in Figure 4, besides the reactant (lower left well) and product (lower right well) minima there is a third energy minimum (above center). There are two possible reaction pathways. The lower path moves roughly left-to-right between the reactant and product wells crossing a single high energy barrier. The upper path overcomes a low energy barrier, through a basin, and then overcomes another low energy barrier before reaching the product state. The optimal minimum-energy path is the lower path that has a high barrier but is shorter. ${ }^{30}$ However, the


Figure 4. The transition pathway found for the 3-hole potential. MaxFlux-PRM has identified the lower reaction pathways (I and II) at high temperature ( $\beta=1$ or 2 ), while the upper pathway(III) is dominant at low temperature ( $\beta=3.3$ ) using MaxFlux-PRM. In contrast, PRM found either pathway IV or pathway II at whatever temperature. Pathways IV and II are identical based on the PRM criterion in eq 5 . We found that 5000 nodes can yield a smooth path.
lower path is not always the path of maximum transition rate at nonzero temperature. According to the definition of the optimal path with maximum flux in eq 1 , the lower reaction path will be the pathway of maximum flux only at high temperatures. At low enough temperatures the upper pathway, which crosses two lower energy saddle points, is dominant. ${ }^{30}$

Independent runs of PRM with different seeds of random number generator have identified either the pathway IV or the lower path II (Figure 4) at any of the tested temperatures because these paths are identical according to eq 5 and the method is temperature-independent. Interestingly, pathway IV is similar to the "last" stable path in the upper region identified by MaxFlux-NEB at high temperature. ${ }^{34}$ Once again, this test has illustrated that the PRM method is more suitable to two-state transitions than multistate transitions. It fails to identify the intermediate state due to the flaw of the edge weight function (eqs $2-5$ ). In contrast, the Max-Flux-PRM method has identified different pathways at different temperatures (Figure 4), consistent with the original MaxFlux results ${ }^{30}$ and MaxFlux-NEB. ${ }^{34}$

Alanine Dipeptide. We have applied the MaxFlux-PRM method to alanine dipeptide (AD). The potential energy surface and the pathways of conformational transition of this system have been studied extensively. ${ }^{7,30,34,52}$ Although the molecule is small, it has emerged as a standard test for reaction path algorithms. The reactant conformation is $\mathrm{C} 7_{\text {eq }}$ at ( $\phi=-86^{\circ}, \psi=79^{\circ}$ ) with effective energy equal to $-28.74 \mathrm{kcal} / \mathrm{mol}$, and the product conformation is $\mathrm{C} 7_{\mathrm{ax}}(\phi$ $=76^{\circ}, \psi=-55^{\circ}$ ) whose effective energy is $-30.17 \mathrm{kcal} /$ mol. For the pathway obtained at $300 \mathrm{~K}, E_{\text {barrier }}-E_{\text {reactant }}$ is equal to $4.98 \mathrm{kcal} / \mathrm{mol}$ and $E_{\text {barrier }}-E_{\text {product }}$ is $6.40 \mathrm{kcal} /$ mol , where $E_{\text {barrier }}$ is the maximum effective energy of the conformation along the optimal path. The effective energy barrier is ca. 10 times of RT at room temperature; therefore, the conformation transition pathway at 300 K is similar to the minimum-energy path.
$\beta$-Hairpin Formation. Investigating the folding of key secondary structural elements is proving to be useful for


Figure 5. The reaction path of alanine dipeptide on the $(\phi, \varphi)$ potential energy map. The solid line connecting $\mathrm{C}_{\mathrm{eq}}(\phi=$ $\left.-86^{\circ}, \varphi=79^{\circ}\right)$ and $\mathrm{C}_{\mathrm{ax}}\left(\phi=76^{\circ}, \varphi=-55^{\circ}\right)$ is the transition pathway identified by the MaxFlux-PRM method.


Figure 6. Schematic representation of the second $\beta$-hairpin of the B1 domain of streptococcal protein G (GB1). The mainchain hydrogen bonds are numbered from tail to the turn region.


Figure 7. RMSD from the native state, radius of gyration for the hydrophobic core, and number of native contacts are computed along the path.
understanding the thermodynamics and kinetics of large protein folding. Therefore, the folding mechanism of $\beta$-hairpin has been studied extensively by experimental ${ }^{53-64}$ and computational approaches. ${ }^{45,46,50,65-84}$ Herein, we demonstrate the MaxFlux-PRM method can be applied to $\beta$-hairpin to locate optimal folding pathways from the extended state to the folded state (pdb entry: 3GB1, ${ }^{85}$ residues 41-56). The folding path was analyzed using the all-atom rms deviation from the native state, radius of gyration $\left(R_{\mathrm{g}}\right)$ for the hydrophobic core (W43, Y45, F52, and V54 in Figure 6), and the number of native contacts $\left(N_{\mathrm{NC}}\right)$ as shown in Figure


Figure 8. (a) Effective energy (molecular mechanics potential plus solvation energy) along the folding path. (b) Backbone dihedral angles of A48 and T49 in the turn region calculated along the folding path.
7. Two residues are considered to contact with each other if any heavy atom (C, N, O, S) of one residue is within $4.5 \AA$ from any heavy atom of the other residue (the nearest neighbor in sequence is not included). ${ }^{86}$ As shown in Figure 7 , the very first step in the folding of $\beta$-hairpin from the extended state is hydrophobic (hp) collapse, as reflected in the initial drops in $R_{\text {gyr }}$ for the hydrophobic core from 15.5 to $10.8 \AA$ (at folding step \#10). This initial hydrophobic collapse has been observed by a number of simulations ${ }^{68,71,77,79}$ and experiments ${ }^{63}$ on $\beta$-hairpin. Concomitantly, $N_{\mathrm{NC}}$ jumps to 14 among which almost all are the contacts between residues $i$ and $i+2$. The side chains including hydrophobic contacts rearrange in the later stage to form the native packing (Figure 7, a local maximum in $R_{\text {gyr }}$ at folding step \#60). The effective energy spans from ca. $-410 \mathrm{kcal} /$ mol to ca . $-480 \mathrm{kcal} / \mathrm{mol}$ along the folding path (Figure 8a). It is obvious that the native state (at folding step 70) is not the global minimum because there are two minima along the path which have even lower effective energy (Figure 8a). It is possible that multiple conformations coexist because experimentally estimated population of the $\beta$ hairpin is only ca. $30 \%,{ }^{54,60,87}$ and the presence of multiple conformers with effective energy lower than native state energy was also reported by other computational work. ${ }^{22}$

To describe the turn formation, we used the dihedral angles of the central residues $\left(\left(\phi_{\mathrm{A} 48}=-60^{\circ}, \psi_{\mathrm{A} 48}=-30^{\circ}\right)\right.$ and $\left.\left(\phi_{\mathrm{T} 49}=-90^{\circ}, \psi_{\mathrm{T} 49}=0^{\circ}\right)\right) . .^{88}$ If the four dihedral angles fall within $\pm 30^{\circ}$ of these values, we consider that the turn is formed. According to this criterion, the turn is first formed at the folding step \#13 (Figure 8b), that is after the initial hydrophobic collapse (at folding step \#10 (Figure 7)). The highest energy (at folding step \#7, Figure 8a) along the folding pathway corresponds to the turn initiation when the dihedral angles $\left(\left(\phi_{\mathrm{A} 48}=-61^{\circ}, \psi_{\mathrm{A} 48}=32^{\circ}\right)\right.$ and $\left(\phi_{\mathrm{T} 49}=\right.$ -50 , and $\left.\psi_{\mathrm{T} 49}=54\right)$ ) of the central residues started the transition from the extended state region to the $\beta$ turn region, consistent with the experimental results which have suggested that the rate-limiting step is the turn formation. ${ }^{61,63,64,89}$

To investigate the role of the native hydrogen bonds and the hydrophobic cluster in the folding process, we present the native hydrogen bond formation and the accessible


Figure 9. Interstrand main-chain hydrogen bond formation along the folding path. The hydrogen bonds are numbered in the same way as Figure 6. Hydrogen bond \#7 was first formed at folding step 13. The accessible surface area (ASA) is denoted by the red line. A $1.4 \AA$ probe was used.
surface area (ASA) of the hydrophobic side chains (W43, Y45, F52, and V54) along the folding path in Figure 9. We used the criteria of hydrogen bonds defined by Dinner et al., ${ }^{68}$ the distance between the corresponding heavy atoms is $3.4 \AA$ and the out-of-line angle is less than $70^{\circ}$, who used the same force field on the same system. Even though the hydrogen bond in the turn region formed first, this hydrogen bond is not stable and even not present in the minimized structure because the distance between $\mathrm{K} 50(\mathrm{~N})$ and $\mathrm{D} 47(\mathrm{O})$ is $3.49 \AA$. The hydrogen bond next to $\mathrm{K} 50(\mathrm{~N})-\mathrm{D} 47(\mathrm{O})$ is not stable either (Figure 9). The remaining hydrogen bonds are formed in the late stage of folding (after folding step \#55). This kind stability is consistent with the analysis on the temperature-dependent hydrogen bond stability. ${ }^{68,74,83}$ However, as demonstrated by Zhang et al. ${ }^{84}$ in their simulations of trpzip2 the hydrogen bond with the highest stability is not necessarily important in the folding process. The hydrogen bond in the turn region with the lowest stability forms first in the transition state in their simulations, ${ }^{84}$ which is in line with our results. After the turn formation, yet before the hydrogen bonds to continue to propagate, the ASA drops

Table 1. Computational Cost ( $\beta$-Hairpin)

|  | node generation <br> minimization/ $\mathrm{MC}^{a}$ <br> (h) | roadmap <br> connection |
| :---: | :---: | :---: | :---: |
| process | $18 / 82$ | roadmap <br> query <br> (min) |
| running time | 74 | 10 |

${ }^{a}$ There are 200000 nodes were generated. The minimization and MC were for the side chain only. ${ }^{b} \mathrm{Ca} .3 .6 \times 10^{6}$ edges were connected, and their edge weights were calculated.
to $456 \AA^{2}$ (close to the native state value $422 \AA^{2}$ ) at folding step \#35 and remains below this value for the majority of the conformers along the rest of the path, strongly suggesting that the hydrophobic assembly is formed before the propagation of the hydrogen bonds from the turn to the tail. Figure 9 is in generally good agreement with Figure 3c of ref 68.

In general, our mechanism is a mixture of zipper model ${ }^{54,65-67}$ and hydrophobic core-centric model. ${ }^{68,69,71,79}$ The sequence of events along the folding pathway is as follows: (1) initial hydrophobic collapse; (2) formation of the $\beta$ turn; (3) occurrence of hydrophobic cluster; and (4) repacking of the hydrophobic core accompanied by the propagation of the hydrogen bonds beyond the turn region (in the late stage of folding). Our mechanism is supported by the fact that the mutation in the turn region affects the folding rate, while the stronger hydrophobic cluster only decreases the unfolding rate, ${ }^{64}$ suggesting that the turn forms in the transition state while the hydrophobic cluster formed after the transition state.

Advantages and Limitations of MaxFlux-PRM. To better assess the computational cost, we list the running time of each step of path searching in Table 1. All of the calculations are on a single-CPU of AMD Opteron (1.4 GHz ). The two most time-consuming tasks are the MC in node generation and the pairwise rms deviation calculation during roadmap connection, as seen in Table 1. This computational cost of pairwise rms deviation, which scales up as $N^{2}$ ( $N=$ number of nodes), can be reduced by the two-step divide-and-conquer approach employed by Brooks and co-workers. ${ }^{22}$ To save running time, for node generation, minimization, MC, and roadmap connection, the job can be readily partitioned into multiple CPUs.

As demonstrated on the Müller potential and 3-hole potential, the edge weight of MaxFlux-PRM is more physical than the original PRM which must miss the intermediate state due to the flaw in the edge weight definition. The advantage of MaxFlux-PRM over the original MaxFlux ${ }^{30}$ is the enhanced sampling and efficiency. Huo and Straub started from the initial guess which is a straight line connecting the reactant and the product on the 3-hole potential. To identify the upper path at low temperature, they applied simulated annealing to minimize the path, which took hours on an SGI supercomputer. For the MaxFlux-PRM method, it only took a few minutes on a desktop PC. Furthermore, the original MaxFlux method requires several restraints on the path that are implemented by setting several parameters, for example, (1) a pseudobond restraint between nearest neighbor intermediate structures to encourage the mean-square distances between adjacent conformations along the path to be approximately equal and (2) a repulsion interaction between
any non-nearest neighbor intermediate structures along the path. These restraints are implemented through three adjustable parameters. Additionally, one more parameter is needed to control the cooling rate for the simulated annealing. Even though the authors provided some rules of thumb to set the parameters, ${ }^{30}$ it takes a huge amount of human time to adjust these parameters for each system. On the contrary, there are only a few adjustable parameters used in MaxFlux-PRM: $n$ (the number of nodes), $k$ (the number of nearest neighbors of each node), and $E_{\max }$ which vary with the size of the system but must be larger than the effective energy of the extended state.

For other available temperature-dependent reaction path algorithms such as the transition path sampling (TPS) method ${ }^{24,25}$ and its analogue, discrete path sampling method, ${ }^{50}$ the quality of the paths relies on a proper definition of the stable states by order parameters. To choose proper order parameters, one needs to carry out numerous trail simulations before production runs. In addition, TPS can tackle only one free-energy barrier at a time. Consequently, one needs to define a number of (meta)stable states. One limitation of the MaxFlux-PRM method is that it employs implicit solvation. The reason we used an implicit solvation model is that in Berkowitz's description of reactive flux, ${ }^{3}$ which is based on Smoluchowski equation of stochastic processes, $U(\mathbf{r})$ is the potential of mean force of the system. The potential of mean force for a given conformation of a solvated macromolecule is the free energy of the system consisting of the macromolecule and the solvent with an average over all solvent degrees of freedom at a given temperature. The solvation free energy ( $\Delta G_{\text {solvation }}$ ) can be calculated with the implicit solvation model, while the explicit water model is not practical to give $\Delta G_{\text {solvation }}$; nevertheless, the water expulsion in protein folding cannot be addressed with such implicit solvation. To compensate for this, one can use MaxFluxPRM to get the initial path to define the (meta)stable states and employ TPS with explicit water to search for the ensemble of pathways. As a result, the definition of the (meta)stable states will be more reasonable than that obtained from an unfolding trajectory ${ }^{28}$ because the (meta)stable states sampled by the unfolding simulation are not necessarily on the folding pathway.

In summary, as demonstrated in the applications of these four systems, we have successfully identified the tempera-ture-dependent transition pathways at atomic level with improved sampling and efficiency by a new method, Max-Flux-PRM. The system can avoid being trapped in a local minimum, and no detailed simulations are needed plus initialguess free. This method can be employed to study conformational transition of biomolecular systems not involving bond breaking or formation. The node-generation and roadmap connection are naturally parallel computing processes. The computational efficiency is expected to be dramatically increased by employing parallel processing techniques. ${ }^{90}$
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#### Abstract

The growing adoption of generalized-ensemble algorithms for biomolecular simulation has resulted in a resurgence in the use of the weighted histogram analysis method (WHAM) to make use of all data generated by these simulations. Unfortunately, the original presentation of WHAM by Kumar et al. is not directly applicable to data generated by these methods. WHAM was originally formulated to combine data from independent samplings of the canonical ensemble, whereas many generalized-ensemble algorithms sample from mixtures of canonical ensembles at different temperatures. Sorting configurations generated from a parallel tempering simulation by temperature obscures the temporal correlation in the data and results in an improper treatment of the statistical uncertainties used in constructing the estimate of the density of states. Here we present variants of WHAM, STWHAM and PTWHAM, derived with the same set of assumptions, that can be directly applied to several generalized ensemble algorithms, including simulated tempering, parallel tempering (better known as replica-exchange among temperatures), and replica-exchange simulated tempering. We present methods that explicitly capture the considerable temporal correlation in sequentially generated configurations using autocorrelation analysis. This allows estimation of the statistical uncertainty in WHAM estimates of expectations for the canonical ensemble. We test the method with a one-dimensional model system and then apply it to the estimation of potentials of mean force from parallel tempering simulations of the alanine dipeptide in both implicit and explicit solvent.


## 1. Introduction

The difficulty of computing equilibrium averages for complex systems such as solvated biopolymers by Monte Carlo

[^2]or molecular dynamics simulation is well-known. Numerous minima and large free-energy barriers tend to slow exploration in phase space and trap the simulation in metastable regions of configuration space. This hampers the ability of the system both to equilibrate (reach the thermodynamically relevant region of phase space) and to sample sufficiently for estimates of ensemble averages to converge (reduce the statistical uncertainty in the estimate to an acceptable level) in finite computer time.
The emergence of a new class of simulation algorithms, termed generalized-ensemble algorithms, ${ }^{1}$ has helped to
mitigate these problems. In a generalized-ensemble simulation, the probability distribution from which conformations are sampled is altered from a canonical distribution to one that will induce a broader sampling of the potential energy. Proper application should in principle allow the system to overcome energetic barriers and sample configuration space more thoroughly, at the expense of spending more time in high-energy regions that may be irrelevant at the temperature of interest. The particular method by which sampling is enhanced depends on the algorithm. In the multicanonical algorithm (MUCA), ${ }^{5-9}$ conformations are sampled with a probability proportional to an approximation of the inverse potential energy density of states in an attempt to produce a random walk in the potential energy. In simulated tempering (ST), ${ }^{10,11,3}$ a random walk between canonical ensembles at different temperatures is used to produce a random walk in energy, but an estimate of the free energy as a function of temperature is needed as input to ensure equal visitation of all temperatures. Parallel tempering (PT), a special case of the replica-exchange method (REM), ${ }^{12,4}$ eliminates the need to know these free energies a priori by coupling temperature changes between pairs of a pool of simulated tempering simulations conducted in parallel. Several other algorithms and combinations thereof have also been proposed. ${ }^{3,13-15}$

In several of these algorithms, such as simulated tempering and parallel tempering, each replica generates configurations from a mixed-canonical distribution (a term coined in ref 16)-that is, a number of configurations are generated from the canonical distribution at each of several temperatures. To compute expectations over the canonical ensemble at a single temperature, either the configurations from all replicas that visit the temperature of interest must be collected and the remainder discarded (as in ref 17) or else a reweighting scheme must be used to properly weight the data generated at other temperatures. Fortunately, the weighted histogram analysis method (WHAM), ${ }^{2}$ an extension of the single- and multiple-histogram methods introduced by Ferrenberg and Swendsen, ${ }^{18,19}$ allows configurations generated from independent canonical simulations at different temperatures to be reweighted to compute expectations from the canonical ensemble at any temperature of interest. Okamoto and coworkers have applied this method to both replica-exchange simulated tempering (REST) ${ }^{3}$ and parallel tempering ${ }^{4}$ methods by reordering sampled configurations into pseudotrajectories, grouping configurations generated at a particular temperature together regardless of which replica they came from. Unfortunately, this permutation obscures the correlation among the stored configurations, causing the apparent correlation times for each pseudotrajectory to appear artificially shorter than the true correlation times within the independent replica trajectories. The permutation also introduces correlation between the pseudotrajectories, which is problematic because WHAM as presented in ref 2 is constructed to operate on independent canonical trajectories. Additionally, it is difficult to estimate the statistical uncertainty in the resulting estimate of the expectation from these pseudotrajectories, since standard autocorrelation analysis techniques ${ }^{20-23}$ can no longer be applied. Recently, Gallicchio
et al. ${ }^{24}$ have described a new method for computing expectations and uncertainties from canonical simulations at different temperatures based on Bayesian inference. While Bayesian approaches are usually superior to those based on first-order Taylor expansion methods for the propagation of uncertainties (of the sort we describe in this work), they are less suitable for treating highly correlated measurements where the functional form of the correlation is essentially unknown.

Here, we derive variants of WHAM that operate on replica trajectories that are not reordered or collected by temperature. It should be noted that even if simulation data have been stored to disk sorted by temperature, they can be permuted back to the original replica trajectories to perform the proposed analyses if information about the replica-totemperature mapping or swapping was stored. Our presentation takes a careful approach to the correlation times involved, and we show under which conditions the almost universally omitted statistical inefficiency term that appears in all formulations of WHAM-like methods can be properly neglected. Finally, we show how the statistical uncertainty in the estimator for the configuration space average for some observable can be estimated by considering the effect of temporal correlation. The method is simple and inexpensive enough to employ in all cases where WHAM is used, and we hope all researchers using WHAM will report these statistical uncertainties in the future to assess both the significance and the degree of reproducibility of results from simulations.

This paper is organized as follows: In section 2, we present a derivation of the Kumar et al. WHAM for independent simulations sampling from the canonical ensemble. Careful attention is paid to the proper treatment of time correlation in estimating the statistical uncertainty in the histograms and the resulting estimator for the expectation, and a novel way of obtaining estimates for multiple observables is presented. In section 3, we derive analogues of the method for treating simulated and parallel tempering simulations, STWHAM and PTWHAM, while properly capturing the correlations among sequential configurations. In section 4, we validate our uncertainty estimates in a one-dimensional model system and demonstrate an application for biomolecular systems by estimating the potential of mean force and corresponding uncertainties from parallel tempering simulations of alanine dipeptide in implicit and explicit solvent. An illustrative efficient implementation of the method in Fortran 95 for use in the analysis of simulated and parallel tempering simulations can be found in the Supporting Information.

## 2. Independent Canonical Simulations

In this section, we review the derivation of WHAM for computing expectations from multiple independent simulations in the canonical ensemble. Conducting independent simulations at the same or different temperatures can reduce statistical uncertainty while obtaining perfect parallelism (after the initial time to reach equilibrium has been discarded). Some of these simulations might be conducted at a higher temperature than the temperature of interest to
promote greater sampling across barriers, for example. Sometimes, the expectation value of one or more observables is desired over a range of temperatures. Additionally, simulations started from different initial conditions can be used as a check of equilibration and convergence. ${ }^{25}$ Below, we follow roughly the same approach as Kumar et al. ${ }^{2}$ in deriving the WHAM equations, though our notation differs substantially, and we include a more detailed treatment of statistical uncertainty. Additionally, we arrive at a novel way of computing expectations of multiple observables and avoid the use of many-dimensional histograms. While the method presented in ref 2 has the full generality of treating simulations conducted with arbitrary biasing potentials, we focus on the case of independent canonical simulations at different temperatures, since variations on this approach will allow us to consider simulated and parallel tempering simulations in section 3. (For an informative treatment of the case of a multiple biasing potentials at a single temperature, as in the case of umbrella sampling, see ref 26.)
2.1. Motivation and Definitions. Suppose we have an observable $A$ that is only a function of the Cartesian coordinates of the system $\mathbf{q}$, and we wish to estimate the expectation of $A$ over the canonical ensemble at some temperature of interest $T$. Instead of this temperature $T$, we will generally refer to its corresponding inverse temperature $\beta=\left(k_{\mathrm{B}} T\right)^{-1}$, where $k_{\mathrm{B}}$ is the Boltzmann constant. We denote the expectation of $A$ over the canonical ensemble at inverse temperature $\beta$ by $\langle A\rangle_{\beta}$, which can be written as

$$
\begin{equation*}
\langle A\rangle_{\beta}=\frac{\int d \mathbf{q} e^{-\beta U(\mathbf{q})} A(\mathbf{q})}{\int d \mathbf{q} e^{-\beta U(\mathbf{q})}} \tag{1}
\end{equation*}
$$

where $U(\mathbf{q})$ is the potential energy function of the system.
Further suppose we have carried out $K$ independent simulations that sample from the canonical ensemble (using such techniques as Metropolis Monte Carlo ${ }^{33}$ or thermally controlled molecular dynamics) at corresponding inverse temperatures $\beta_{1}, \beta_{2}, \ldots, \beta_{K}$, some or all of which may be different from the temperature of interest. We denote the coordinates and potential energies sampled at a fixed time interval $\Delta t$ from simulation $k$ by the time series $\left\{\mathbf{q}_{k n}, U_{k n}\right\}_{n=1}^{N_{k}}$, where $U_{k n}=U\left(\mathbf{q}_{k n}\right)$ and $N_{k}$ is the number of configurations collected from simulation $k$.

We first consider the probability density function from which the configurations are generated in simulation $k$. For a simulation sampling from the canonical distribution, the probability of generating a configuration with potential energy in the interval $d U$ about $U$ at inverse temperature $\beta$ is given by

$$
\begin{equation*}
p(U \mid \beta) d U=[Z(\beta)]^{-1} \Omega(U) d U e^{-\beta U} \tag{2}
\end{equation*}
$$

with the normalizing constant $Z(\beta)$, often referred to as theconfigurational partition function, chosen to ensure that $p(U)$ integrates to unity. The quantity $\Omega(U)$ is the potential energy density of states, and $\Omega(U) d U$ represents the volume of configuration space with potential energy in the interval $d U$ around $U$.

While the Boltzmann factor $e^{-\beta_{k} U}$ and normalization constant $Z\left(\beta_{k}\right)$ differ for each simulation $k$, the density of states $\Omega(U)$ is independent of temperature. Since the Boltzmann factor is a known function and the configurational partition function is simply a normalizing constant, knowledge of the density of states allows the potential energy probability density to be computed at any temperature. If the average of the observable $A$ over all configurations with potential energy $U$ is known, these can be combined to give the expectation at a desired inverse temperature $\beta$

$$
\begin{equation*}
\langle A\rangle_{\beta}=\frac{\int d U \Omega(U) e^{-\beta U} A(U)}{\int d U \Omega(U) e^{-\beta U}} \tag{3}
\end{equation*}
$$

where $A(U)$ is defined as the average of $A$ over all configurations with potential energy $U$

$$
\begin{equation*}
A\left(U^{\prime}\right) \equiv \frac{\int d \mathbf{q} \delta\left(U(\mathbf{q})-U^{\prime}\right) A(\mathbf{q})}{\int d \mathbf{q} \delta\left(U(\mathbf{q})-U^{\prime}\right)} \tag{4}
\end{equation*}
$$

It is easily seen that substituting this expression into eq 3 recovers the configuration space average in eq 1.

Our aim is to obtain the best estimate of the density of states and the expectation of the observable by combining information from several simulations. Since each simulation samples an energy range determined by its temperature, our final estimate of the density of states will be more accurate if we account for the different uncertainties in the estimate obtained from each simulation. We will therefore need a separate estimate of the density of states and its corresponding uncertainty from each simulation.
2.2. Obtaining an Estimate of the Density of States from Each Simulation. To obtain an estimate of the density of states from each simulation, we first need a way of mathematically expressing the form of the observed probability density function $p(U)$. While it may be possible to assume a particular functional form for this density, this would generally be inexact. A better approach is to use a nonparametric density estimator (see, for example, ref 27 for an overview) that makes no prior assumptions as to the true functional form of $p(U)$. Kumar et al., ${ }^{2}$ as Ferrenberg and Swendsen ${ }^{18,19}$ earlier, chose a histogram-based estimator, in which the range of sampled energies is discretized into a set of nonoverlapping bins of equal width. While there are a number of more sophisticated smooth nonparametric estimators, ${ }^{28}$ the histogram estimator is simpler and more efficient to apply.

Accordingly, we construct an estimate of the probability density function $p(U \mid \beta)$ on a set of $M$ points, labeled $U_{m}$, that span the sampled potential energy range and are spaced $\Delta U$ apart. We denote the estimate of $p(U \mid \beta)$ at $U_{m}$ by $p_{m^{-}}$ $(\beta)$ and the corresponding estimate of the density of states $\Omega\left(U_{m}\right)$ by $\Omega_{m}$.

$$
\begin{equation*}
p_{m}(\beta) \equiv p\left(U_{m} \mid \beta\right)=[Z(\beta)]^{-1} \Omega_{m} e^{-\beta U_{m}} \tag{5}
\end{equation*}
$$

The normalization factor $Z(\beta)$ can then be approximated by a discretized integration

$$
\begin{equation*}
Z(\beta)=\int d U \Omega(U) e^{-\beta U} \approx \sum_{m=1}^{M} \Delta U \Omega_{m} e^{-\beta U_{m}} \tag{6}
\end{equation*}
$$

where we have made the assumption that the integrand, $\Omega(U) e^{-\beta U}$, does not change significantly over the bin width $\Delta U$. As the density of states $\Omega(U)$ increases with $U$ and the Boltzmann factor $e^{-\beta U}$ decreases, their product is expected to vary less rapidly than either term individually.

We define $\psi_{m}(U)$ as the indicator or characteristic function for the energy bin of width $\Delta U$ centered about $U_{m}$

$$
\psi_{m}(U)= \begin{cases}1 & \text { if } U \in\left[U_{m}-\Delta U / 2, U_{m}+\Delta U / 2\right)  \tag{7}\\ 0 & \text { otherwise }\end{cases}
$$

and the time series defined by this indicator function as $\left\{\psi_{m k n}\right\}_{n=1}^{N_{k}}$, where $\psi_{m k n} \equiv \psi_{m}\left(U_{k n}\right)$. We denote the count of configurations from simulation $k$ that fall in energy bin $m$ the "histogram" from which the weighted histogram analysis method derives its name-by $H_{m k}$, and see that it can be computed by

$$
\begin{equation*}
H_{m k}=\sum_{n=1}^{N_{k}} \psi_{m k n} \tag{8}
\end{equation*}
$$

We will also use the total number of configurations over all simulations that fall in energy bin $m$, which we term $H_{m}$ :

$$
\begin{equation*}
H_{m}=\sum_{k=1}^{K} \sum_{n=1}^{N_{k}} \psi_{m k n} \tag{9}
\end{equation*}
$$

Note that throughout our discussion, pairs of variables that only differ by the number of written subscripts, such as $H_{m}$ and $H_{m k}$, represent similar quantities related in this way.

We can estimate $p_{m}\left(\beta_{k}\right)$ by the number of configurations sampled from the simulation at temperature $\beta_{k}$ with energies that fall in the bin centered about $U_{m}$ :

$$
\begin{equation*}
p_{m}\left(\beta_{k}\right) \approx \frac{1}{\Delta U} \cdot \frac{H_{m k}}{N_{k}} \tag{10}
\end{equation*}
$$

Equating this with the definition of $p_{m}$ from eq 5 and rearranging terms, we can obtain an estimate of $\Omega_{m k}$, the density of states at energy $U_{m}$ from simulation $k$, which we will denote by $\hat{\Omega}_{m k}$ :

$$
\begin{align*}
& \hat{\Omega}_{m k}=\frac{1}{\Delta U} \cdot \frac{H_{m k}}{N_{k}} \cdot \frac{Z\left(\beta_{k}\right)}{e^{-\beta_{k} U_{m}}} \\
& =\frac{H_{m k}}{N_{k} \Delta U \exp \left[f_{k}-\beta_{k} U_{m}\right]} \tag{11}
\end{align*}
$$

In the last step, we have replaced the partition function $Z\left(\beta_{k}\right)$ by an exponentiated dimensionless free energy $f_{k} \equiv$ - $\ln Z\left(\beta_{k}\right)$. Each independent simulation $k$ contributes an estimate of the density of states $\hat{\Omega}_{m k}$ for energy bin $m$. Each of these estimates in turn carries a statistical uncertainty $\delta^{2} \hat{\Omega}_{m k}$, determined primarily by the number of uncorrelated samples of the energy bin. (Expressions for $\delta^{2} \hat{\Omega}_{m k}$ will be derived later in section 2.5.) We will combine these
individual estimates $\hat{\Omega}_{m k}$ to produce a single optimal estimator $\hat{\Omega}_{m}$ in a such way that the statistical uncertainty in the resulting estimate is minimized, giving more weight to the $\hat{\Omega}_{m k}$ with smaller uncertainties. To do this, we must first briefly review the maximum-likelihood method for combining independent measurements with associated uncertainties into an optimal estimate and also consider the uncertainty in a mean computed from a set of correlated observations.
2.3. Optimal Estimator from Independent Observations and Associated Uncertainties. Suppose we have $K$ independent observations or measurements of some random variable $X$ denoted $x_{1}, \ldots, x_{K}$, each with corresponding squared uncertainty $\delta^{2} x_{k}$, defined by

$$
\begin{equation*}
\delta^{2} x_{k} \equiv\left\langle\left(x_{k}-\left\langle x_{k}\right\rangle\right)^{2}\right\rangle=\left\langle x_{k}^{2}\right\rangle-\left\langle x_{k}\right\rangle^{2} \tag{12}
\end{equation*}
$$

where $\langle\cdot\rangle$ here denotes the expectation over repeated measurements or experimental trials. We can then write $\hat{X}$, the optimal estimator for $\langle X\rangle$ in the sense of minimizing $\delta^{2} \hat{X}$, by a weighted sum of the individual estimates

$$
\begin{equation*}
\hat{X}=\frac{\sum_{k=1}^{K}\left[\delta^{2} x_{k}\right]^{-1} x_{k}}{\sum_{k=1}^{K}\left[\delta^{2} x_{k}\right]^{-1}} \tag{13}
\end{equation*}
$$

Note that observations with smaller uncertainties get greater weight, and if all the uncertainties are equal, the weight is simply $1 / K$, as would be expected.

The uncertainty in the resulting estimate is simply given by

$$
\begin{equation*}
\delta^{2} \hat{X}=\left\{\sum_{k=1}^{K}\left[\delta^{2} x_{k}\right]^{-1}\right\}^{-1} \tag{14}
\end{equation*}
$$

These are standard formulas that come from maximum likelihood considerations. ${ }^{29}$
2.4. Statistical Uncertainty in the Estimator for Correlated Time Series Data. We briefly review the estimation of statistical uncertainty for a time series of correlated measurements. (See ref 20 for an early exposition of this method as applied to the analysis of Monte Carlo simulations of spin systems, ref 21 for the analysis of molecular dynamics simulations, or ref 23 for a recent general illustration.)

Suppose we have a time series of correlated sequential observations of the random variable $X$ denoted $\left\{x_{n}\right\}_{n=1}^{N}$ that come from a stationary, time-reversible stochastic process. Our estimate for the expectation of $X$ is given by the time average

$$
\begin{equation*}
\hat{X}=\frac{1}{N_{n=1}} \sum_{n}^{N} x_{n} \tag{15}
\end{equation*}
$$

but the statistical uncertainty is more complicated than in the independent observation case

$$
\delta^{2} \hat{X} \equiv\left\langle(\hat{X}-\langle\hat{X}\rangle)^{2}\right\rangle=\left\langle\hat{X}^{2}\right\rangle-\langle\hat{X}\rangle^{2}
$$

$$
\begin{gather*}
=\frac{1}{N^{2}} \sum_{n, n^{\prime}=1}^{N}\left[\left\langle x_{n} x_{n^{\prime}}\right\rangle-\left\langle x_{n}\right\rangle\left\langle x_{n^{\prime}}\right\rangle\right] \\
=\frac{1}{N^{2}} \sum_{n=1}^{N}\left[\left\langle x_{n}^{2}\right\rangle-\left\langle x_{n}\right\rangle^{2}\right]+\frac{1}{N^{2}} \sum_{n \neq n^{\prime}=1}^{N}\left[\left\langle x_{n} x_{n^{\prime}}\right\rangle-\left\langle x_{n}\right\rangle\left\langle x_{n^{\prime}}\right\rangle\right] \tag{16}
\end{gather*}
$$

In the last step, we have split the sum into two sums-a term capturing the variance in the observations and a remaining term capturing the correlation between observations. Using the properties of stationarity and time-reversibility, we can further manipulate this to obtain

$$
\begin{align*}
& \delta^{2} \hat{X}= \\
& \frac{1}{N}\left[\left\langle x_{n}^{2}\right\rangle-\left\langle x_{n}\right\rangle^{2}\right]+\frac{2}{N} \sum_{t=1}^{N-1}\left(\frac{N-t}{N}\right)\left[\left\langle x_{n} x_{n+t}\right\rangle-\left\langle x_{n}\right\rangle\left\langle x_{n+t}\right\rangle\right] \\
& \equiv \frac{\sigma_{x}^{2}}{N}(1+2 \tau)=\frac{\sigma_{x}^{2}}{N / g} \tag{17}
\end{align*}
$$

where the variance $\sigma_{x}^{2}$, statistical inefficiency $g$, and autocorrelation time $\tau$ (in units of the sampling interval) are given by

$$
\begin{gather*}
\sigma_{x}^{2} \equiv\left\langle x_{n}^{2}\right\rangle-\left\langle x_{n}\right\rangle^{2}  \tag{18}\\
\tau \equiv \sum_{t=1}^{N-1}\left(1-\frac{t}{N}\right) C_{t}  \tag{19}\\
g \equiv 1+2 \tau \tag{20}
\end{gather*}
$$

with the discrete-time normalized fluctuation autocorrelation function $C_{t}$ defined as

$$
\begin{equation*}
C_{t} \equiv \frac{\left\langle x_{n} x_{n+t}\right\rangle-\left\langle x_{n}\right\rangle^{2}}{\left\langle x_{n}^{2}\right\rangle-\left\langle x_{n}\right\rangle^{2}} \tag{21}
\end{equation*}
$$

The quantity $g \equiv(1+2 \tau) \geq 1$ can be thought of as a statistical inefficiency, in that $N / g$ gives the effective number of uncorrelated configurations contained in the time series. The statistical inefficiency will depend on the time interval at which configurations are collected for analysis; longer intervals will reduce the statistical inefficiency, which will approach unity as the sampling interval exceeds the correlation time. Practically, we use our best estimates for the variance $\sigma_{x}^{2}$ and autocorrelation function $C_{t}$ to compute an estimate of the statistical uncertainty $\delta^{2} \hat{X}$.
2.5. Optimal Estimate of the Density of States. We now construct an optimal estimator of the density of states $\Omega_{m}$ from the individual estimates obtained from the $K$ independent canonical simulations. From the results of section 2.3,we can write this estimator and its corresponding uncertainty as

$$
\begin{equation*}
\hat{\Omega}_{m}=\frac{\sum_{k=1}^{K}\left[\delta^{2} \hat{\Omega}_{m k}\right]^{-1} \hat{\Omega}_{m k}}{\sum_{k=1}^{K}\left[\delta^{2} \hat{\Omega}_{m k}\right]^{-1}} \tag{22}
\end{equation*}
$$

$$
\begin{equation*}
\delta^{2} \hat{\Omega}_{m}=\left\{\sum_{k=1}^{K}\left[\delta^{2} \hat{\Omega}_{m k}\right]^{-1}\right\}^{-1} \tag{23}
\end{equation*}
$$

The results of section 2.4 show us how to write the $\delta^{2} \hat{\Omega}_{m k}$, the uncertainty in our estimate of the density of states for energy bin $m$ from simulation $k$. In eq 11 above, we see that this uncertainty comes only from $\delta^{2} H_{m k}$, the uncertainty in the histogram count for the energy bin, since all other terms are known with certainty:

$$
\begin{equation*}
\delta^{2} \hat{\Omega}_{m k}=\frac{\delta^{2} H_{m k}}{\left\{N_{k} \Delta U \exp \left[f_{k}-\beta_{k} U_{m}\right]\right\}^{2}} \tag{24}
\end{equation*}
$$

$H_{m k}$, the histogram count from simulation $k$, can be written as a time average of the indicator function $\psi_{m}$ over the correlated configurations collected from the simulation:

$$
\begin{equation*}
H_{m k}=N_{k} \cdot \frac{1}{N_{k}} \sum_{n=1}^{N_{k}} \psi_{m k n} \tag{25}
\end{equation*}
$$

We can use the result of section 2.4 above to obtain an expression for $\delta^{2} H_{m k}$, the uncertainty in the histogram count:

$$
\begin{align*}
& \delta^{2} H_{m k}=N_{k}^{2} \cdot \frac{\sigma_{m k}^{2}}{N_{k} / g_{m k}} \\
= & g_{m k} N_{k}\left(\left\langle\psi_{m k}^{2}\right\rangle-\left\langle\psi_{m k}\right\rangle^{2}\right) \\
= & g_{m k} N_{k}\left\langle\psi_{m k}\right\rangle\left(1-\left\langle\psi_{m k}\right\rangle\right) \\
= & g_{m k}\left\langle H_{m k}\right\rangle\left(1-\frac{\left\langle H_{m k}\right\rangle}{N_{k}}\right) \tag{26}
\end{align*}
$$

where, because $\psi_{m}(U)$ is an indicator function (eq 7), $\left[\psi_{m}(U)\right]^{2}=\psi_{m}(U)$. If the histograms are sparsely populated, a reasonable assumption if there are a sufficient number of histogram bins spanning the energy range sampled by each simulation, then $\left\langle H_{m k}\right\rangle / N_{k} \ll 1$, and we can further simplify this to

$$
\begin{equation*}
\delta^{2} H_{m k} \approx g_{m k}\left\langle H_{m k}\right\rangle \tag{27}
\end{equation*}
$$

The statistical inefficiency $g_{m k}$ here reflects the number of configurations required for an uncorrelated sampling of the energy bin. This will, in general, depend on the bin index, bin width, and temperature. This dependence was omitted in the original Kumar et al. presentation. ${ }^{2}$ At higher temperatures, the correlation time, and hence the statistical inefficiency, is expected to be smaller as the simulation can move through configuration space more easily. The structure of the energy landscape may cause the simulation to be stuck in certain regions of configuration space for different times, hence the dependence on energy bin index is also potentially important.

The expectation $\left\langle H_{m k}\right\rangle$ should be replaced by our best estimate of the histogram count for energy bin $m$ at temperature $\beta_{k}$, which could be obtained from our yet-to-be-determined optimal estimate of the density of states $\hat{\Omega}_{m}$ :

$$
\begin{gather*}
\left\langle H_{m k}\right\rangle=N_{k} p_{m}\left(\beta_{k}\right) \Delta U \\
\approx N_{k} \Delta U \hat{\Omega}_{m} \exp \left[f_{k}-\beta_{k} U_{m}\right] \tag{28}
\end{gather*}
$$

Substituting this expression back into eqs 27 and 24, we obtain

$$
\begin{gather*}
\delta^{2} \hat{\Omega}_{m k}=\frac{g_{m k} N_{k} \Delta U \hat{\Omega}_{m} \exp \left[f_{k}-\beta_{k} U_{m}\right]}{\left\{N_{k} \Delta U \exp \left[f_{k}-\beta_{k} U_{m}\right]\right\}^{2}} \\
=\frac{\hat{\Omega}_{m}}{g_{m k}^{-1} N_{k} \Delta U \exp \left[f_{k}-\beta_{k} U_{m}\right]} \tag{29}
\end{gather*}
$$

Using eq 29 for the uncertainty in the density of states associated with simulation $k$ and eq 22 for the best estimate of the density of states, along with eq 11 , we obtain

$$
\begin{equation*}
\hat{\Omega}_{m}=\frac{\sum_{k=1}^{K} g_{m k}^{-1} H_{m k}}{\sum_{k=1}^{K} g_{m k}^{-1} N_{k} \Delta U \exp \left[f_{k}-\beta_{k} U_{m}\right]} \tag{30}
\end{equation*}
$$

Everything in the above expression can be easily evaluated, except for the $f_{k}$, which depends on the $\hat{\Omega}_{m}$ through

$$
\begin{equation*}
f_{k}=-\ln \sum_{m=1}^{M} \hat{\Omega}_{m} \Delta U e^{-\beta_{k} U_{m}} \tag{31}
\end{equation*}
$$

The $f_{k}$ may therefore be solved for self-consistency by iteration of eqs 30 and 31 starting from an arbitrary choice, such as $f_{k}=0$.

The statistical uncertainty in $\hat{\Omega}_{m}$ is given by eq 14:

$$
\begin{equation*}
\delta^{2} \hat{\Omega}_{m}=\frac{\hat{\Omega}_{m}}{\sum_{k=1}^{K} g_{m k}{ }^{-1} N_{k} \Delta U \exp \left[f_{k}-\beta_{k} U_{m}\right]} \tag{32}
\end{equation*}
$$

We note that the relative uncertainty in this estimate is given by

$$
\begin{equation*}
\frac{\delta^{2} \hat{\Omega}_{m}}{\hat{\Omega}_{m}^{2}}=\left[\sum_{k=1}^{K} g_{m k}^{-1} H_{m k}\right]^{-1} \tag{33}
\end{equation*}
$$

which is equal to $H_{m}{ }^{-1}$, the inverse of the total number of configurations from all simulations in energy bin $m$, if all $g_{m k}$ are unity. This is reasonable, since the uncertainty in our estimate for $\Omega_{m}$ should diminish as more independent samples are collected in energy bin $m$.
2.6. Estimating an Observable at the Temperature of Interest. Using the estimate of the density of states obtained above, we can obtain an estimate for the expectation of any configuration function $A(\mathbf{q})$ at an arbitrary temperature by writing analogous equations to eqs 3 and 4 where we have discretized the energy $U$

$$
\begin{equation*}
\langle A\rangle_{\beta} \approx \frac{\sum_{m=1}^{M} \hat{\Omega}_{m} \Delta U e^{-\beta U_{m}} A_{m}}{\sum_{m=1}^{M} \hat{\Omega}_{m} \Delta U e^{-\beta U_{m}}} \tag{34}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{m}=\frac{\int d \mathbf{q} A(\mathbf{q}) \psi_{m}(U(\mathbf{q}))}{\int d \mathbf{q} \psi_{m}(U(\mathbf{q}))} \tag{35}
\end{equation*}
$$

$A_{m}$, the mean of observable $A$ over all configurations with potential energies consistent with energy bin $m$, can be best approximated by pooling configurations from all $K$ simulations that have energies in bin $m$

$$
\begin{equation*}
\hat{A}_{m}={H_{m}}^{-1} \sum_{k=1}^{K} \sum_{n=1}^{N_{k}} \psi_{m k n} A_{k n} \tag{36}
\end{equation*}
$$

where $H_{m}$ (eq 9) is the total count of configurations in energy bin $m$ from all simulations. Substituting this expression for $A_{m}$ into eq 34 above produces an estimator $\hat{A}(\beta)$ for $\langle A\rangle_{\beta}$

$$
\begin{gather*}
\hat{A}(\beta)=\frac{\sum_{m=1}^{M} \hat{\Omega}_{m} \Delta U e^{-\beta U_{m}} A_{m}}{\sum_{m=1}^{M} \hat{\Omega}_{m} \Delta U e^{-\beta U_{m}}} \\
=\frac{\sum_{m=1}^{M} \hat{\Omega}_{m} e^{-\beta U_{m}}\left[H_{m}^{-1} \sum_{k=1}^{K} \sum_{n=1}^{N_{k}} \psi_{m k n} A_{k n}\right]}{\sum_{m=1}^{M} \hat{\Omega}_{m} e^{-\beta U_{m}}\left[H_{m}^{-1} \sum_{k=1}^{K} \sum_{n=1}^{N_{k}} \psi_{m k n}\right]} \\
=\frac{\sum_{k=1}^{K} \sum_{n=1}^{N_{k}} w_{k n}(\beta) A_{k n}}{\sum_{k=1}^{K} \sum_{n=1}^{N_{k}} w_{k n}(\beta)}
\end{gather*}
$$

where we have defined the per-configuration weights $w_{k n}(\beta)$ by

$$
\begin{equation*}
w_{k n}(\beta)=\sum_{m=1}^{M} \psi_{m k n} H_{m}^{-1} \hat{\Omega}_{m} e^{-\beta U_{m}} \tag{38}
\end{equation*}
$$

where only one term of the sum will contribute-the bin $m$ containing the energy $U_{k n}$-due to the presence of the indicator function $\psi_{m k n}$. Note that we only need to compute the weight $w_{k n}$ up to a constant of proportionality because this constant drops out in the normalized sum in eq 37.

This relationship is significant in that we now have an expression for the canonical expectation of observable $A$ in terms of a weighted sum over all of the data. These weights are determined by the temperature of interest from the WHAM equations and are simple functions of the count of
configurations with energies falling in a particular energy bin. The weights $w_{k n}(\beta)$ can be computed once for the temperature of interest and then used to calculate expectations of many observables.

It should be noted that our estimate of $\langle A\rangle_{\beta}$ will only be reasonable if the inverse temperature of interest $\beta$ lies near or within the range of inverse temperatures sampled by the canonical simulations-the uncertainty in the estimate will increase as the temperature of interest deviates from the sampled range of temperatures (see refs 30 and 31 for an examination of this issue).
2.7. Statistical Uncertainty of the Estimator for the Expectation. If the observable of interest has a long correlation time compared to fluctuations in the potential energy (e.g., if the observable is a function of the large scale molecular conformation), then it is possible that the density of states $\Omega_{m}$ and dimensionless free energies $\left\{f_{k}\right\}$ may be sufficiently well-converged that they are not dominant contributors to the uncertainty in the estimate of the observable of interest. Instead, the long time-correlation in the observable means that there are many fewer effectively independent observations of the observable than stored configurations. We may then use the following procedure.

We can rewrite the estimator $\hat{A}_{\beta}$ as a ratio of two random quantities $X$ and $Y$

$$
\begin{equation*}
\hat{A}_{\beta}=\frac{\hat{X}}{\hat{Y}} \tag{39}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{X} & \equiv \sum_{k=1}^{K} \sum_{n=1}^{N_{k}} w_{k n}(\beta) A_{k n} \\
\hat{Y} & \equiv \sum_{k=1}^{K} \sum_{n=1}^{N_{k}} w_{k n}(\beta) \tag{40}
\end{align*}
$$

Applying standard error propagation techniques for a function of random variables (see, e.g. ref 32), which amounts to a first-order Taylor series expansion of $\hat{A}$ about $\langle\hat{X}\rangle\langle\langle\hat{Y}\rangle$, we can estimate the uncertainty in $\hat{A}$ as

$$
\begin{equation*}
\delta^{2} \hat{A}=\left[\frac{\hat{X}}{\hat{Y}}\right]^{2}\left[\frac{\delta^{2} \hat{X}}{\hat{X}^{2}}+\frac{\delta^{2} \hat{Y}}{\hat{Y}^{2}}-2 \frac{\delta \hat{X} \delta \hat{Y}}{\hat{X} \hat{Y}}\right] \tag{41}
\end{equation*}
$$

Here, the cross-term $\delta \hat{X} \delta \hat{Y} \equiv\langle(\hat{X}-\langle\hat{X}\rangle)(\hat{Y}-\langle\hat{Y}\rangle)\rangle$ is nonzero only if the random variables $X$ and $Y$ are correlated, in which case the term involving it in the equation above serves to reduce the uncertainty in the estimate of the ratio $\hat{A}$.

Recognizing that $X$ and $Y$ include contributions from $K$ statistically independent simulations, we can collect these terms and write (dropping the hats)

$$
\begin{aligned}
X & \equiv \sum_{k=1}^{K} N_{k} X_{k} \\
Y & \equiv \sum_{k=1}^{K} N_{k} Y_{k}
\end{aligned}
$$

$$
\begin{gather*}
X_{k} \equiv \frac{1}{N_{k}} \sum_{n=1}^{N_{k}} w_{k n} A_{k n} \\
Y_{k} \equiv \frac{1}{N_{k}} \sum_{n=1}^{N_{k}} w_{k n} \tag{42}
\end{gather*}
$$

where the argument $\beta$ has been omitted for notational convenience. Because the $K$ individual simulations are independent, the uncertainties required in eq 41 are given by

$$
\begin{gather*}
\delta^{2} X=\sum_{k=1}^{K} N_{k}^{2} \delta^{2} X_{k} \\
\delta^{2} Y=\sum_{k=1}^{K} N_{k}^{2} \delta^{2} Y_{k} \\
\delta X \delta Y=\sum_{k=1}^{K} N_{k}^{2} \delta X_{k} \delta Y_{k} \tag{43}
\end{gather*}
$$

These uncertainties involve the correlated data of simulation $k$ and can be estimated by standard correlation analysis methods ${ }^{21,23}$ or by block transformation methods, ${ }^{22}$ though the latter method requires some modification to estimate the uncertainty cross-term $\delta X_{k} \delta Y_{k}$.

To compute the uncertainties by correlation analysis methods as in section 2.4, we first define new observables $x_{k n}=w_{k n} A_{k n}$ and $y_{k n}=w_{k n}$ and compute the uncertainties

$$
\begin{align*}
\delta^{2} X_{k} & =\frac{\sigma_{k, x ; x}^{2}}{N_{k} / g_{k, x ; x}} \\
\delta^{2} Y_{k} & =\frac{\sigma_{k, y ; y}^{2}}{N_{k} / g_{k, y ; y}} \\
\delta X_{k} \delta Y_{k} & =\frac{\sigma_{k, x ; y}^{2}}{N_{k} / g_{k, x ; y}} \tag{44}
\end{align*}
$$

These uncertainties involve (co)variances of the type $\sigma^{2}{ }_{k, x ; y}$, estimated for each replica by

$$
\begin{equation*}
\hat{\sigma}_{k, x ; y}^{2}=\frac{1}{N_{k}-1} \sum_{n=1}^{N_{k}}\left(x_{k n}-\hat{X}_{k}\right)\left(y_{k n}-\hat{Y}_{k}\right) \tag{45}
\end{equation*}
$$

The statistical inefficiencies of the form $g_{k, x ; y}$ are computed by

$$
\begin{gather*}
g_{k, x ; y} \equiv 1+2 \tau_{k, x ; y}  \tag{46}\\
\tau_{k, x ; y} \equiv \sum_{t=1}^{N_{k}-1}\left(1-\frac{t}{N_{k}}\right) C_{k t, x ; y} \tag{47}
\end{gather*}
$$

with the correlation function for simulation $k$ computed by taking advantage of stationarity and time-reversibility:

$$
\begin{array}{r}
C_{k t, x y} \approx \frac{1}{2 \hat{\sigma}_{k, x ; y}^{2}} \frac{1}{\left(N_{k}-t\right)} \times \sum_{n=1}^{N_{k}-t}\left[\left(x_{k n}-\hat{X}_{k}\right)\left(y_{k n+t}-\hat{Y}_{k}\right)+\right. \\
\left.\left(y_{k n}-\hat{Y}_{k}\right)\left(x_{k n+t}-\hat{X}_{k}\right)\right] \tag{48}
\end{array}
$$

See section 5.2 for a discussion on efficiently computing the integrated correlation time $\tau$ from $\hat{C}_{k t, x, y}$.

## 3. Simulated and Parallel Tempering

3.1. WHAM for Simulated Tempering (STWHAM). In a simulated tempering simulation, ${ }^{10,3}$ a single simulation is conducted in which configurations are sampled from a mixedcanonical ensemble. ${ }^{16}$ In practice, a simulation algorithm that samples from the canonical ensemble is used to generate configurations, and at regular intervals attempts are made to change the temperature among a discrete set of choices $\beta_{1}, \ldots, \beta_{L}$. The probability of accepting a proposed temperature change is given by the Metropolis-like criterion

$$
\begin{equation*}
P\left(\beta_{l} \rightarrow \beta_{l^{\prime}}\right)=\min \left\{1, \exp \left[-\left(\beta_{l^{\prime}}-\beta_{l}\right) U+\left(a_{l^{\prime}}-a_{l}\right)\right]\right\} \tag{49}
\end{equation*}
$$

where the constants $\left\{a_{l}\right\}_{l=1}^{L}$ are specified beforehand and chosen, often by tedious exploratory simulations, to attempt to achieve near-equal visitation of each temperature and, hopefully, potential energy. The optimal choice of $\left\{a_{l}\right\}$ is given by the dimensionless free energies $\left\{f_{k}\right\}$ in the equation above, and proposed temperature changes are usually between neighboring temperatures because the exchange probability diminishes with increased temperature separation. Use of the above criterion for accepting or rejecting proposed temperature changes ensures that, if the configurations were originally distributed from the equilibrium distribution at the old temperature, they are also distributed from the canonical distribution at the new temperature.

As a result of this procedure, the system spends a fraction of time in each of a number of different temperatures. Since we know the number of times each temperature was visited, we can write the probability density for energy bin $m$ as a weighted sum of the canonical probability density functions at these different temperatures

$$
\begin{equation*}
p_{m}=\sum_{l=1}^{L} \frac{N_{l}}{N} \cdot \frac{\Omega_{m} e^{-\beta_{l} \mathrm{U}_{m}}}{Z\left(\beta_{l}\right)} \tag{50}
\end{equation*}
$$

where $N_{l} / N$ is the fraction of configurations generated at inverse temperature $\beta_{l}$ over the course of the simulation. As above, we introduce the Helmholtz free energy $f_{l} \equiv$ $-\ln Z\left(\beta_{l}\right)$, which allows us to write

$$
\begin{align*}
p_{m} & =\sum_{l=1}^{L} \frac{N_{l}}{N} \Omega_{m} \exp \left[f_{l}-\beta_{l} U_{m}\right] \\
& =\Omega_{m} \sum_{l=1}^{L}\left(N_{l} / N\right) \exp \left[f_{l}-\beta_{l} U_{m}\right] \tag{51}
\end{align*}
$$

We can approximate $p_{m}$ as before using our histogram count, $H_{m}$, the number of configurations with potential energy in the bin centered about $U_{m}$ :

$$
\begin{equation*}
p_{m} \approx \frac{1}{\Delta U} \cdot \frac{H_{m}}{N} \tag{52}
\end{equation*}
$$

Rearranging and including our definition of $f_{l}$, we obtain the coupled set of equations for estimating the density of states

$$
\begin{align*}
\hat{\Omega}_{m} & =\frac{H_{m}}{\sum_{l=1}^{L} N_{l} \Delta U \exp \left[f_{l}-\beta_{l} U_{m}\right]}  \tag{53}\\
f_{l} & =-\ln \sum_{m=1}^{M} \hat{\Omega}_{m} \Delta U e^{-\beta_{l} U_{m}} \tag{54}
\end{align*}
$$

These equations are similar to eqs 30 and 31 for the canonical ensemble WHAM if the configurations are grouped by the temperature at which they were generated but lacking statistical inefficiency terms since we are not combining data from multiple simulations.

The uncertainty in $\hat{\Omega}_{m}$ is then given by

$$
\begin{align*}
\delta^{2} \hat{\Omega}_{m} & =\frac{\delta^{2} H_{m}}{\left\{\sum_{l=1}^{L} N_{l} \Delta U \exp \left[f_{l}-\beta_{l} U_{m}\right]\right\}^{2}} \\
& =\frac{g_{m}\left\langle H_{m}\right\rangle}{\left\{\sum_{l=1}^{L} N_{l} \Delta U \exp \left[f_{l}-\beta_{l} U_{m}\right]\right\}^{2}} \tag{55}
\end{align*}
$$

where, as in eq 27 , we assume the histograms are sparsely populated and introduce the statistical inefficiency $g_{m}$ to estimate the histogram uncertainty.

The estimate for the expectation of the total histogram count in energy bin $m$ is given by the sampling probability

$$
\begin{equation*}
\left\langle H_{m}\right\rangle=N \Delta U p_{m} \approx N \Delta U \hat{\Omega}_{m} \sum_{l=1}^{L}\left(N_{l} / N\right) \exp \left[f_{l}-\beta_{l} U_{m}\right] \tag{56}
\end{equation*}
$$

which gives the final estimate for the uncertainty as

$$
\begin{equation*}
\delta^{2} \hat{\Omega}_{m}=\frac{\hat{\Omega}_{m}}{\sum_{l=1}^{L} g_{m}{ }^{-1} N_{l} \Delta U \exp \left[f_{l}-\beta_{l} U_{m}\right]} \tag{57}
\end{equation*}
$$

Following the approach in section 2.6, we can again write the estimator in the form of a weighted sum over configurations

$$
\begin{gather*}
\hat{A}(\beta)=\frac{\sum_{n=1}^{N} w_{n}(\beta) A_{n}}{\sum_{n=1}^{N} w_{n}(\beta)}  \tag{58}\\
w_{n}(\beta)=\sum_{m=1}^{M} \psi_{m n} H_{m}^{-1} \hat{\Omega}_{m} e^{-\beta U_{m}} \tag{59}
\end{gather*}
$$

where again, only one term contributes to the sum in the expression for the weight $w_{n}$. The statistical uncertainty in this estimate, as in section 2.7 , can be computed by eq 41 , where $X$ and $Y$ are now given by

$$
\begin{align*}
X & \equiv \frac{1}{N} \sum_{n=1}^{N} w_{n} A_{n} \\
Y & \equiv \frac{1}{N} \sum_{n=1}^{N} w_{n} \tag{60}
\end{align*}
$$

These uncertainties are simply computed as in eqs 44-48, without the subscript $k$ as there is only one simulation instead of many. The quantities $\hat{X}$ and $\hat{Y}$ no longer correspond to canonical averages, since they are the expectations over the simulated tempering trajectory which spends a different amount of time at each of the $L$ temperatures-it is a mixed canonical average. The sample mean over the trajectory provides the best estimator for these quantities.

Here, the statistical inefficiency $g_{m}$ appearing in eq 57 and the inefficiencies required in applying eqs $44-48$ are computed from the correlation functions computed over the simulated tempering trajectory, which includes unphysical jumps in temperature. It is worth noting that expressions for $\langle A\rangle_{\beta}$ given in formulations by Okamoto and co-workers (e.g. eq 24 of ref 14) instead contain a statistical inefficiency for each temperature. In principle, one could account for a temperature-dependent statistical inefficiency, since one might expect correlation times to be different at each temperature, but, in practice, the limited number of configurations sampled between temperature changes is likely too short to allow temperature-dependent correlation times to be computed. Additionally, a temperature-dependent treatment does not account for the correlation between configurations sampled before and after a temperature swap. The derivation presented here assumes the statistical inefficiency $g_{m}$ depends only on the energy bin $m$, which causes these factors to cancel out of our estimator for $\langle A\rangle_{\beta}$ in eqs 58 and 59.
3.2. WHAM for Parallel Tempering or Independent Simulated Tempering Simulations (PTWHAM). In a parallel tempering (or replica-exchange among temperatures) simulation, ${ }^{12,4}$ it was recognized that the constants $a_{k}$ needed in the simulated tempering simulation to ensure equal sampling of temperatures could be eliminated if multiple simulated tempering simulations were conducted in parallel and the temperature changes of two simulations were coupled together into a temperature swap between the replicas. In practice, a number $K$ of replicas are simulated independently at inverse temperatures $\beta_{1}, \ldots, \beta_{K}$ using some simulation method that samples from the canonical distribution. At given intervals, an attempt is made to exchange the temperatures of two replicas $i$ and $j$, with the exchange accepted with probability

$$
\begin{align*}
& \mathrm{P}_{\mathrm{exch}}=\min \left\{1, \exp \left[-\left(\beta_{j}-\beta_{i}\right) U_{i}+\left(a_{j}-a_{i}\right)\right]\right\} \times \\
& \min \left\{1, \exp \left[-\left(\beta_{i}-\beta_{j}\right) U_{j}+\left(a_{i}-a_{j}\right)\right]\right\}= \\
& \min \left\{1, \exp \left[-\left(\beta_{j}-\beta_{i}\right)\left(U_{i}-U_{j}\right)\right]\right\} \tag{61}
\end{align*}
$$

where $\beta_{i}$ is the current inverse temperature of replica $i$, and $U_{i}$ is the corresponding potential energy.
Because of this exchange procedure, each replica executes a more or less random walk in temperature, eliminating the need to perform exploratory simulations to determine the parameters $\left\{a_{i}\right\}_{i=1}^{K}$ required for simulated tempering. Each replica simulation is nearly independent, as the correlation between configurations of different replicas introduced by the exchange of temperatures is minimal. The dominant contribution to statistical uncertainties will almost certainly be due to the variance and temporal correlation in the value of the observable of interest within each replica, which reduces the effective number of independent samples. We can therefore analyze a parallel tempering simulation as a set of independent simulated tempering simulations, each with a number $L$ of accessible temperatures, with $L$ equal to the number of replicas $K$. Below, we derive an analogue of the Kumar et al. WHAM procedure for the treatment of $K$ independent simulated tempering simulations (replicas) each capable of visiting $L$ temperatures, allowing this method to also treat simulations generated by procedures such as REST. ${ }^{3}$ We make use of the sampling distribution for simulated tempering described above and properly account for the correlation within each replica, eliminating the need to artificially reorder configurations from parallel tempering simulations by temperature.

We can use the simulated tempering eqs 53 and 57 above to write the estimator and uncertainty for the density of states obtained from each replica $k$ as

$$
\begin{gather*}
\hat{\Omega}_{m k}=\frac{H_{m k}}{\sum_{l=1}^{L} N_{k l} \Delta U \exp \left[f_{l}-\beta_{l} U_{m}\right]}  \tag{62}\\
\delta^{2} \hat{\Omega}_{m k}=\frac{\hat{\Omega}_{m}}{g_{m k}^{-1} \sum_{l=1}^{L} N_{k l} \Delta U \exp \left[f_{l}-\beta_{l} U_{m}\right]} \tag{63}
\end{gather*}
$$

where we have added the index $k$ to denote the replica from which the data are generated. $H_{m k}$ therefore denotes the number of configurations sampled with potential energy in energy bin $m$ from replica $k$, and $N_{k l}$ denotes the number at temperature $\beta_{l}$ from replica $k . g_{m k}$ is the statistical inefficiency computed from replica $k$ for energy bin $m$.

Again using the optimal combination rule of eq 13, we obtain the optimal estimate for the density of states

$$
\begin{equation*}
\hat{\Omega}_{m}=\frac{\sum_{k=1}^{K} g_{m k}^{-1} H_{m k}}{\sum_{k=1}^{K} g_{m k}^{-1} \sum_{l=1}^{L} N_{k l} \Delta U \exp \left[f_{l}-\beta_{l} U_{m}\right]} \tag{64}
\end{equation*}
$$

and the statistical uncertainty from eq 14:

$$
\begin{align*}
\delta^{2} \hat{\Omega}_{m} & =\left\{\sum_{k=1}^{K}\left[\frac{g_{m k}^{-1} \sum_{l=1}^{L} N_{k l} \Delta U \exp \left[f_{l}-\beta_{l} U_{m}\right]}{\Omega_{m}}\right]\right\}^{-1} \\
& =\frac{\hat{\Omega}_{m}}{\sum_{k=1}^{K} g_{m k}^{-1} \sum_{l=1}^{L} N_{k l} \Delta U \exp \left[f_{l}-\beta_{l} U_{m}\right]} \tag{65}
\end{align*}
$$

We can rewrite eq 64 as

$$
\begin{equation*}
\hat{\Omega}_{m}=\frac{H_{m}^{\mathrm{eff}}}{\sum_{l=1}^{L} N_{m l}^{\mathrm{eff}} \Delta U \exp \left[f_{l}-\beta_{l} U_{m}\right]} \tag{66}
\end{equation*}
$$

where $H_{m}^{\mathrm{eff}} \equiv \sum_{k=1}^{K} g_{m k}{ }^{-1} H_{m k}$ is the effective number of independent samples in energy bin $m$ from all replicas, and $N_{m l}^{\mathrm{eff}} \equiv \sum_{k=1}^{K} g_{m k}^{-1} N_{k l}$ is an effective number of independent samples at temperature $\beta_{l}$ from all replicas.

To compute the estimator of the expectation for an observable $A$, we apply the same technique in section 2.6 above and write the expectation as a weighted sum over configurations

$$
\begin{equation*}
\hat{A}(\beta)=\frac{\sum_{k=1}^{K} \sum_{n=1}^{N_{k}} w_{k n}(\beta) A_{k n}}{\sum_{k=1}^{K} \sum_{n=1}^{N_{k}} w_{k n}(\beta)} \tag{67}
\end{equation*}
$$

where the weights are given by

$$
\begin{equation*}
w_{k n}(\beta) \equiv \sum_{m=1}^{M} \psi_{m k n} H_{m}^{-1} \hat{\Omega}_{m} e^{-\beta U_{m}} \tag{68}
\end{equation*}
$$

As in eqs 38 and 59, the sum over $m$ reduces to a single term, the one with energy bin index appropriate for configuration $n$ of replica $k . A_{k n}$ is the value of the observable $A$ for configuration $n$ of replica $k$ and $H_{m}=\sum_{k=1}^{K} \sum_{n=1}^{N} \psi_{m k n}$, the total number of configurations from all replicas with potential energy in bin $m$.

Again, if the observable of interest has a correlation time that is long compared to fluctuations in the potential energy, we may compute the dominant contribution to the statistical uncertainty $\delta^{2} A(\beta)$ by eqs $41-48$, with the important distinction that $k$ now indexes the replicas, rather than the temperatures. The correlation times are, as in the simulated tempering case, computed over the nonphysical replica trajectories; because the replicas perform random walks in temperature, these times are likely to be shorter than the correlation time for this observable computed from a canonical simulation at the lowest temperature. These replica correlation times properly capture the correlation between successive snapshots generated by a sampling method like Metropolis Monte Carlo or molecular dynamics, and their use in estimating the uncertainty is the primary novel result of this paper. Collecting configurations from all replicas into pseudotrajectories of constant temperature, as suggested in
previous attempts to apply the method to parallel tempering simulations, ${ }^{4}$ would give correlation times that are erroneously short and make the incorrect assumption that these pseudotrajectories are statistically independent.

## 4. Applications

4.1. One-Dimensional Model Potential. To validate the STWHAM and PTWHAM methods described above for estimating expectations and corresponding uncertainties, we consider a one-dimensional model potential where canonical expectations can be computed directly and a large quantity of simulation data can be obtained in order to verify our uncertainty formulas. We use an asymmetric double well potential, given by

$$
\begin{equation*}
U(q)=(q-1)^{2}(q+1)^{2}+0.1 q \tag{69}
\end{equation*}
$$

All simulations utilize the Metropolis Monte Carlo method ${ }^{33}$ with the trial displacement $\Delta q$ uniformly distributed on the interval $[-0.2,+0.2]$ to generate a series of configurations which are sampled every 10 move attempts, resulting in highly correlated data. In the following simulations, we estimate the expectation $\langle q\rangle_{\beta^{*}}$ at $\beta^{*}=4$, where the integrated correlation time of $q$ is rather long-approximately 130 samples. The initial conformation was chosen uniformly on the interval $[-1.8,+1.8]$ and the first $10^{5}$ steps discarded to equilibration.

Four types of simulations were performed: a standard canonical Metropolis Monte Carlo (MMC) simulation at $\beta$ $=\beta^{*}=4$, as described above; a set of four independent canonical (4MMC) simulations with inverse temperatures $\beta$ exponentially spaced in the range $1-4(\beta \approx\{4,2.52,1.59$, $1\}$ ); a simulated tempering simulation (ST) with the same four possible temperatures and analytically computed optimal weights; and a parallel tempering (PT) simulation with replicas at the same four temperatures.

All simulations were conducted for $5 \times 10^{7}$ steps each (per replica, if multiple replicas are used), generating $5 \times$ $10^{6}$ samples (per replica). The data were then divided into 500 sequential blocks of $10^{4}$ configurations (per replica) each, whose expectations were verified to be statistically independent by computing the correlation between expectations in neighboring blocks. The standard deviation of the set of expectations computed from each block is indicative of the statistical uncertainty in simulations of a single block length$10^{4}$ samples (per replica)-and the difference between the mean of these estimates and the expectation computed from the potential directly is indicative of the bias. Expectations and uncertainties for each block were computed using the code appearing in listing 1 of the Supporting Information.

To assess the performance of the uncertainty estimate for each block, we compute the fraction of blocks for which the true magnitude of the deviation from the mean of the block expectations is smaller than a multiplicative constant $\sigma$ times the estimated uncertainties, for $\sigma \in[0.1,3]$. This fraction is related to a confidence interval if compared to the error function Gaussian integral (Figure 1). For example, for our uncertainty estimates to be meaningful, we expect the difference between the true mean and our estimate to be within one standard deviation $\sigma$ approximately $66 \%$ of the


Figure 1. Confidence curves for Metropolis Monte Carlo simulations on the 1D model potential. The fraction of statistically independent blocks for which the true uncertainty (the deviation of the estimated expectation over the block from the mean of the block estimates) is less than a multiplier of the predicted $1 \sigma$ uncertainty (here plotted as the independent variable is shown). The solid curve shows the fraction expected to fall within the interval for the normal distribution. Ideally, the curves would coincide. The results are shown for (MMC) a single Metropolis Monte Carlo simulation at $\beta=4$; (4MMC) a set of four independent canonical simulations spanning the range $\beta=1-4$; (ST) a simulated tempering simulation spanning $\beta=1-4$; (PT) a parallel tempering simulation with four replicas spanning $\beta=1-4$. Uncertainties, with $95 \%$ confidence intervals shown here as vertical bars, were computed as described in Appendix B.
time. It is readily apparent from the figure that the computed uncertainty estimate computed for each block is in fact quite good. Additionally, the bias is small-less than $10 \%$ of the magnitude of the statistical uncertainty in the cases studied (data not shown).

### 4.2. Alanine Dipeptide in Implicit and Explicit Solvent.

To illustrate the utility and verify the correctness of the PTWHAM procedure described above for simulations of biological interest, we demonstrate their use in the analysis of parallel tempering simulations of alanine dipeptide in implicit and explicit solvent. A similar strategy to the 1D model system described above was adopted, with a long simulation partitioned into short blocks (here, $2 \mathrm{~ns} /$ replica per block) whose expectations were verified to be statistically independent by the same procedure described above.

Using the LEaP program from the AMBER7 molecular mechanics package, ${ }^{34}$ a terminally blocked alanine peptide (sequence ACE-ALA-NME, see Figure 2) was generated in the extended conformation. For the explicit solvent system, the peptide was solvated with 431 TIP3P water molecules ${ }^{35}$ in a truncated octahedral simulation box whose dimensions were chosen to ensure a minimum distance to the box boundaries from the initial extended peptide configuration of $7 \AA$. Peptide force field parameters were taken from the parm96 parameter set. ${ }^{36}$ For the implicit solvent simulation, the Generalized Born method of Tsui and Case ${ }^{37}$ (corre-


Figure 2. Terminally blocked alanine peptide with $(\phi, \psi)$ torsions labeled.
sponding to the flag $\mathrm{igb}=1$ ) was employed with radii from AMBER6, along with a surface area penalty term of the default $5 \mathrm{cal} \mathrm{mol}^{-1} \AA^{-2}$. Covalent bonds to hydrogen were constrained with SHAKE using a tolerance of $10^{-8} \AA .{ }^{38}$ Long-range electrostatics for the explicit solvent simulation were treated by the particle-mesh Ewald (PME) method ${ }^{39}$ with default settings.

Each system was first subjected to 50 steps of steepest descent energy minimization, followed by 1000 steps of conjugate gradient optimization. To equilibrate the explicit solvent system to the appropriate volume, a 100 ps molecular dynamics simulation was performed with the temperature adjusted to 300 K and the pressure to 1 atm by the Berendsen weak-coupling algorithm ${ }^{40}$ with temperature and pressure relaxation time constants of 1 and 0.2 ps , respectively. The simulation box was fixed at the final size obtained from this equilibration step, with a volume of $13232 \AA^{3}$, in all subsequent simulations.

A parallel tempering (or replica-exchange among temperatures) molecular dynamics simulation ${ }^{4}$ was conducted using a parallel Perl wrapper for the sander program. [A copy of this Perl wrapper to perform replica-exchange simulations using AMBER7 and AMBER8 can be obtained from URL http://www.dillgroup.ucsf.edu/~jchodera/code/rex.] Replica temperatures were exponentially distributed over the range $273-600 \mathrm{~K}$, with 10 replicas required for the implicit solvent simulation (yielding an exchange acceptance probability between neighboring temperatures of approximately 75\%) and 40 replicas for the explicit solvent simulation (yielding an acceptance probability of approximately $50 \%$ ). All momenta were reassigned from the Maxwell-Boltzmann distribution at the appropriate replica temperature after each exchange attempt. Between exchanges, constant-energy, constant-volume molecular dynamics was carried out for the explicit solvent simulation, while the implicit solvent simulation utilized Langevin dynamics with a friction coefficient of $95 \mathrm{ps}^{-1}$ to mimic the viscosity of water. All dynamics utilized a 2 fs time step. The algorithm used to select pairs of replicas for temperature exchange attempts starts from the highest-temperature replica and attempts to swap the configuration for the next-lowest temperature replica using a Metropolis-like criteria and proceeds down the temperatures in this manner. On the next iteration, swapping attempts start from the lowest temperature and proceed upward, and this alternation in direction is continued in subsequent pairs of iterations.

Starting all replicas from the minimized or volumeequilibrated configuration described above, 100 iterations were conducted with 1 ps between exchange attempts to equilibrate the replicas to their respective temperatures. This equilibration run was followed by a production run with 20


Figure 3. Potential of mean force in $\psi$ for implicit and explicit solvent parallel tempering simulations. Left: implicit solvent; right: explicit solvent. Upper panels: The potential of mean force in the $\psi$ torsion angle at 300 K . The solid line shows the PMF estimated from the entire simulation, while the filled circles show the estimated PMF uncertainty using the method described in the text for a single $2 \mathrm{~ns} /$ replica block. Lower panels: The computed uncertainties for the same 2 ns block (filled bars) along with the average uncertainty expected for a simulation $2 \mathrm{~ns} /$ replica in length, estimated from the standard deviation of the PMFs computed from all nonoverlapping blocks of length 2 ns in the full simulation (open bars). All uncertainties are shown as one standard deviation.


Figure 4. Confidence curves for implicit and explicit solvent parallel tempering simulations. As in Figure 1, the fraction of statistically independent 2 ns blocks for which the true uncertainty is less than a multiplier of the predicted $1 \sigma$ uncertainty is shown. The observable used is an indicator function for the $\alpha_{R}$ configuration. Left: implicit solvent (statistics over 50 blocks); right: explicit solvent (statistics over 10 blocks).
ps between exchange attempts, giving a total of 100 $\mathrm{ns} /$ replica for the implicit solvent production run and $20 \mathrm{~ns} /$ replica for the explicit solvent run. Solute configurations and potential energies were saved from the production run every 1 ps . Expectations and uncertainties were again estimated using listing 1 appearing in the Supporting Information.

Over 2 ns blocks of simulation time (containing 2000 configurations/replica in each block), we computed the probability of the peptide occupying the $\alpha_{R}$ conformation at 300 K , with $\alpha_{R}$ here defined as $-105 \leq \phi<0$ and $-124 \leq$ $\psi<28$. This corresponds to configurations that would be classified as right-handed alpha-helical. To validate the uncertainty estimates, confidence curves of the type description in section 4.1 were computed and are shown in Figure 4. Though the confidence intervals are larger because the data contain fewer independent blocks, the uncertainty estimates are still good indicators of the expected deviation from the true expectation.

The potential of mean force (PMF) for the $\psi$ torsion angle at 300 K was also computed and is shown in Figure 3. The
computed PMF and uncertainty for a representative block is depicted in the top panel, along with the PMF computed using the entire trajectory. The deviations of the block PMFs from the whole-simulation estimate fall within the $1 \sigma$ uncertainty bars to the expected degree. In the lower panel, the uncertainties computed from the representative block are compared to the standard deviation of the PMF computed from all blocks, which should be indicative (to within an order of magnitude) of the uncertainty expected from a simulation of the block length. These too compare favorably.

It is important to note that our neglect of the uncertainty in the dimensionless free energies, $\left\{f_{l}\right\}$, is only reasonable if the correlation time of the observable of interest is much longer than that of the potential energy. When this condition is satisfied, the dominant contribution to the uncertainty in the computed expectation of the observable is due to the small number of effectively independent samples of this observable present in the simulation data. To demonstrate that this is the case for systems of interest, we have assessed the relative contribution of the neglected uncertainty in the $\left\{f_{l}\right\}$ to the uncertainty of the estimated probability of the $\alpha_{R}$ conformation of the alanine dipeptide system considered here. The resulting contribution is 10 times smaller than the uncertainty due to the time correlation treated above for the explicit solvent system and 100 times smaller for the implicit solvent system. [The impact of the uncertainty in the $\left\{f_{l}\right\}$ on the uncertainty in the estimated observable was computed in the following manner: We first computed estimates of the $\left\{f_{i}\right\}$ over all uncorrelated $2 \mathrm{~ns} /$ replica blocks of simulation data to form a pool of dimensionless free energies that represent the typical uncertainty in a simulation of this length. Next, for each $2 \mathrm{~ns} /$ replica block, we computed the standard deviation in the estimated $\alpha_{R}$ probability when all $\left\{f_{l}\right\}$ in this pool were substituted into the WHAM equations. The mean of this standard deviation over all blocks then provides an estimate of the magnitude of the impact of typical
uncertainties in the $\left\{f_{l}\right\}$ on the observable of interest.] However, if the observable has a correlation time comparable to that of the potential energy (e.g., if the expectation of the potential energy itself is of interest), then the uncertainty due to imperfect knowledge of the $\left\{f_{i}\right\}$ can be comparable to the uncertainty due to the correlation in the observable. In these cases where correlation times are comparable, an algorithm that combines our approach with the T-WHAM method of Gallicchio et al., ${ }^{24}$ which explicitly treats the uncertainty in the $\left\{f_{l}\right\}$ when the potential energy samples are uncorrelated, may provide a superior estimate of the uncertainty in the estimate of the observable.

We further note that pathological cases may arise where simulations at neighboring temperatures may have poor energy overlap, resulting in large uncertainties in some of the $\left\{f_{l}\right\}$. Fortunately, these cases are easily detected by examination of the exchange acceptance rates between neighboring temperatures, where they will be conspicuously low, and detectable early in the simulation. Such cases are easily remedied by adjusting the temperature spacing or by the addition of more replicas at intermediate temperatures.

## 5. Practical Considerations

Several issues of great importance to successful implementation of the algorithm have received little discussion in the literature.
5.1. Choice of Bin Width and Number of Bins. There is a bias-variance tradeoff in the choice of energy histogram width. As the energy bin width increases, the uncertainty in our histogram estimator for $p_{m}(\beta)$, the probability density for energy bin $m$, decreases. At the same time, one expects the resulting estimate of the density of states $\Omega_{m}$ to become increasingly biased, especially considering the dependence of $p(U)$ on the rapidly varying exponential Boltzmann factor $e^{-\beta U}$. Because of this, a reasonable assumption might be that the bin width $\Delta U$ should be chosen such that $\Delta U \ll k_{\mathrm{B}} T$. However, if the bin size is too small, the uncertainty in the estimate for the $p_{m}(\beta)$ will be large. One possibility might be to use a data based choice of histogram bin width, as in Wand, ${ }^{41}$ which uses concepts from nonparametric density estimation in attempting to minimize the mean integrated square error (MISE) to the true probability density.

For the alanine dipeptide simulations described in section 4.2 above, we find that the estimated probability of occupying the $\alpha_{R}$ region of conformation space is largely insensitive to the number of bins used to discretize the sampled potential energy range. In fact, the variation in the computed expectation is well within the statistical uncertainty over the range of $50-5000$ bins (corresponding to a range of bin widths of $0.5-50 k_{\mathrm{B}} T$ ).
5.2. Computing Integrated Correlation Times. Estimating the correlation time $\tau$, defined above in eqs 19 and 21, can be difficult when one is confronted with noisy correlation functions. While ensuring trajectories are many times longer than the longest correlation times is necessary for an accurate estimate, even if this is achieved, performing the straightforward sum over the entirety of the correlation function $C_{t}$ as in eq 19 is almost always a poor choice, as the uncertainty
in the computed correlation function grows approximately linearly with the lag time $t .{ }^{42}$ Even for trajectories many times longer than the correlation length, this sum will be dominated by contributions from the noisy tail, likely resulting in large errors or even negative values for the computed correlation time $\tau$. Janke proposes a self-consistent approach where the summation is performed only out to lag times of $6 \tau$, after which the correlation function is assumed to be negligible. ${ }^{23}$ Evertz contends that this approach produces incorrect results, ${ }^{43}$ instead proposing an exponential fit to the tail of the correlation function and use of this fit to evalute the summand when the correlation function is dominated by noise. Neither solution is both stable and straightforward to apply, so we instead truncate the sum when the normalized fluctuation correlation function $C_{t}$ first crosses zero, since it is likely unphysical for the correlation function to be negative for most observables. [Velocity autocorrelation functions, where there is often a clear negative peak at short times, are an obvious exception.] The zero crossing is an indication that the statistical uncertainty dominates the signal and that the remainder of the correlation function should be considered indistinguishable from zero.

For most systems and observables, the correlation function will decay rapidly at first and then slowly, approximately exponentially for large $t$. To avoid the expense of computing $C_{t}$ at each value of $t$ while still obtaining reasonably accurate integrated correlation times for observables with very different decay time scales, we use an adaptive integration scheme in which the correlation function $C_{t}$ is computed only at times $t_{i}=1+i(i-1) / 2$, where $i=1,2,3, \ldots$. In computing the correlation time $\tau$, the sum in eq 19 is now performed only over the $t_{i}$ terms, with each term weighted by $t_{i+1}-t_{i}$, with $t_{1}=1$. This approach ensures high time resolution at small $t$ when $C_{t}$ is likely to be rapidly changing but avoids the expense of computing $C_{t}$ at every $t$ in the slowly decaying tails. We find the accuracy of this approach to be acceptabledifferences typically amount to at most $10 \%$.
5.3. Neglect of Bin Statistical Inefficiencies $\boldsymbol{g}_{k n}$. It is often assumed or stated without justification that the energy bin statistical inefficiencies $g_{m k}$ appearing in eqs 30 and 64, representing the number of snapshots required for a statistically independent sampling of the energy bin, are all equal or equal to unity. ${ }^{2,4,1}$ All $g_{m k}$ will be equal to unity only if the $\left\{\psi_{m k n}\right\}_{n=1}^{N_{k}}$ are uncorrelated. To test this assumption, we have computed the statistical inefficiencies for the systems mentioned in section 4 above. To our knowledge, this is the first time a test of this claim has been reported in the literature. Indeed, for the explicit solvent system studied in section 4.2 above, we find large differences in the statistical inefficiencies for the same replica but different energy bins, sometimes differing up to two orders of magnitude. Similarly, for the same energy bin, the statistical inefficiencies from different replicas can differ by up to 2 orders of magnitude.

In the limit that our parallel tempering simulation is very long-long enough for each replica to execute an unrestricted random walk through all temperatures and explore all relevant regions of configuration space-each replica can be considered to be equivalent. In this case, the statistical inefficiencies should be independent of replica index $k$, and
we can write $g_{m}$ as the statistical inefficiency for energy bin $m$. Applied to eqs 64 and 65 , this yields a new set of expressions:

$$
\begin{gather*}
\hat{\Omega}_{m}=\frac{\sum_{k=1}^{K} H_{m k}}{\sum_{k=1}^{K} \sum_{l=1}^{L} N_{k l} \Delta U \exp \left[f_{l}-\beta_{l} U_{m}\right]} \\
\delta^{2} \hat{\Omega}_{m}=\frac{\hat{\Omega}_{m}}{g_{m}^{-1} \sum_{k=1}^{K} \sum_{l=1}^{L} N_{k l} \Delta U \exp \left[f_{l}-\beta_{l} U_{m}\right]} \tag{70}
\end{gather*}
$$

The quantity $\sum_{k=1}^{K} N_{k l}$, simply represents the total number of configurations stored from any replica at temperature $\beta_{l}$. For a parallel tempering simulation, where each temperature must be populated by exactly one replica at all times, this is simply $N$, the total number of configurations stored per replica. Additionally, $H_{m} \equiv \sum_{k=1}^{K} H_{m k}$ is the total number of configurations over all replicas (and hence temperatures) with energy in bin $m$. This gives

$$
\begin{equation*}
\Omega_{m}=\frac{H_{m}}{N \sum_{l=1}^{L} \exp \left[f_{l}-\beta_{l} U_{m}\right]} \tag{72}
\end{equation*}
$$

which is identical to the WHAM result for independent canonical simulations for the case where all $g_{m k}$ are identical or unity. If there is no correlation in the data-that is, all configurations are independent-it does not matter whether we apply this analysis to the original data or collect the configurations by temperature and apply WHAM equations for independent canonical simulations. This expression is in fact identical to the one used in many published works that have previously attempted to use the weighted histogram analysis method for the analysis of parallel tempering simulations, such as refs 4 and 1 .

Under these same assumptions, the correlation functions for any observable $A$ should also be identical for each replica. One can therefore average estimates of the unnormalized correlation functions $\left\langle A_{n} A_{n+t}\right\rangle$ over the replicas and use optimal estimates of the mean and variance computed over all of the replicas to obtain an optimal estimate of the statistical inefficiencies and uncertainties. An implementation illustrating this procedure is provided in the Supporting Information as listing 2.

Note, however, that the above assumptions of equivalence cannot be made in cases where the replicas are clearly inequivalent, such as in a simulated tempering replicaexchange (STREM) simulation. ${ }^{3,14}$ In that case, the expression above will only be recovered if the time between samples is so long that all the $g_{m k}$ are unity.
5.4. The Statistical Inefficiency for the Cross-Correlation Term, $\boldsymbol{g}_{k, w A ; w}$. In computing the statistical inefficiency for the cross-correlation term, uncertainties in the computed integrated autocorrelation times due to insufficient data or approximations may cause the cross-correlation term to
dominate and the estimate of the square uncertainty of $\hat{A}$ (eq 41) to be negative. Clearly, this should not be allowed to occur, as the squared-uncertainty should be a strictly positive quantity.
The statistical inefficiencies $g$ should obey the following relation (derived in Appendix A):

$$
\begin{equation*}
g_{x ; y} \leq\left(g_{x} g_{y}\right)^{1 / 2} \frac{\sigma_{x} \sigma_{y}}{\left|\sigma_{x ; y}^{2}\right|} \tag{73}
\end{equation*}
$$

This is often violated when the correlation function is noisy and can lead to negative estimates of the squared uncertainty when the cross-correlation term dominates. In these cases, we find it best to simply limit $g_{x ; y}$ to its maximum allowed value computed from the right-hand side of eq 73. Since the autocorrelation times are usually shorter than the crosscorrelation time, it is believed that these estimates will be better than the integrated cross-correlation time.

## 6. Conclusion

We have presented extensions of the weighted histogram analysis method, STWHAM and PTWHAM, for the analysis of one or more independent simulated tempering or parallel tempering simulations. The method provides not only estimators of canonical expectations but also estimators for the statistical uncertainties in the resulting estimates. We hope that, with the availability of the provided example code, workers using these simulation techniques will provide uncertainty estimates so that the statistical significance of results obtained from them can be assessed. We have shown that the estimator for the expectation has small bias and produces excellent uncertainty estimates for both a 1D model system and a solvated biomolecular system in implicit and explicit solvent.

While other workers had attempted to apply WHAM to simulated or parallel tempering data in the past, ${ }^{3,4}$ the key advance here is the consideration of the correlated nature of the configurations sampled by each replica as it performs a pseudorandom walk in temperature, allowing a proper assessment of the true number of independent samples present in the data. This produces correct optimal estimators and makes possible the estimation of statistical uncertainties. This method can be extended to the analysis of other generalized-ensemble simulations, such as the multicanonical method (MUCA), ${ }^{5-9}$ by consideration of replica correlation times as the system samples various energy levels biased by the estimate of the density of states. Still, it is important to point out that, while we consider the contribution from time-correlation of the observable to the uncertainty estimate, we currently neglect the contribution of the uncertainty in the per-configuration weights (which originates from the uncertainty in the density of states) to the estimate of the expectation-we assume it is negligible and await a more complete treatment of the uncertainty in cases where it is not.

## Appendix A: Relation for Statistical Inefficiencies

Consider a random process where we make a series of $N$ time-correlated measurements of two (possibly correlated)
observables $X$ and $Y$, resulting in the time series $\left\{x_{n}, y_{n}\right\}_{n=1}^{N}$. We estimate the quantity $Z=\langle X\rangle /\langle Y\rangle$ from our sample means and wish to compute the uncertainty in our estimate, defined as

$$
\begin{equation*}
\delta^{2} Z \equiv \sigma_{Z}^{2}=\left\langle(Z-\langle Z\rangle)^{2}\right\rangle=\left\langle Z^{2}\right\rangle-\langle Z\rangle^{2} \tag{74}
\end{equation*}
$$

To first order about $\langle X\rangle\langle\langle Y\rangle$, this uncertainty is given by

$$
\begin{equation*}
\sigma_{Z}{ }^{2}=\left[\frac{\langle X\rangle}{\langle Y\rangle}\right]^{2}\left[\frac{\sigma_{X}{ }^{2}}{\langle X\rangle^{2}}+\frac{\sigma_{Y}{ }^{2}}{\langle Y\rangle^{2}}-2 \frac{\sigma_{X ; Y}{ }^{2}}{\langle X\rangle\langle Y\rangle}\right] \tag{75}
\end{equation*}
$$

where $\sigma_{X ; Y^{2}}$ denotes the (not necessarily positive) covariance of the expectations of $X$ and $Y$. The Schwartz inequality requires that this covariance obey the relation

$$
\begin{equation*}
\left|\sigma_{\mathrm{X} ; \mathrm{Y}}^{2}\right| \leq \sigma_{\mathrm{X}} \sigma_{\mathrm{Y}} \tag{76}
\end{equation*}
$$

(see, for example, ref 44). Given this, we note

$$
\begin{equation*}
\left|\frac{\sigma_{X ; Y}^{2}}{\sigma_{X} \sigma_{Y}}\right| \leq 1 \tag{77}
\end{equation*}
$$

Correlation analysis gives estimators for these quantities as

$$
\begin{align*}
\sigma_{X}^{2} & =\sigma_{x}^{2} /\left(g_{x}^{-1} N\right) \\
\sigma_{Y}^{2} & =\sigma_{y}^{2} /\left(g_{y}^{-1} N\right) \\
\sigma_{X ; Y}^{2} & =\sigma_{x ; y}^{2} /\left(g_{x ; y}^{-1} N\right) \tag{78}
\end{align*}
$$

where $\sigma_{x}^{2}$ denotes the sample variance of the observations $\left\{x_{n}\right\}_{n=1}^{N}$ and $g$ denotes the statistical inefficiency obtained from the autocorrelation time, i.e.

$$
\begin{equation*}
g_{x}=1+2 \tau_{x} \geq 1 \tag{79}
\end{equation*}
$$

Combining eqs 77 and 78 gives

$$
\begin{equation*}
\frac{\left|\sigma_{x ; y}^{2}\right|}{\sigma_{x} \sigma_{y}} \cdot \frac{g_{x ; y}}{\left(g_{x} g_{y}\right)^{1 / 2}} \leq 1 \tag{80}
\end{equation*}
$$

where we have moved the statistical inefficiencies and variances out of the absolute value, as they are always positive. Finally, we obtain an upper bound for $g_{x ; y}$ :

$$
\begin{equation*}
g_{x ; y} \leq\left(g_{x} g_{y}\right)^{1 / 2} \frac{\sigma_{x} \sigma_{y}}{\left|\sigma_{x ; y}{ }^{2}\right|} \tag{81}
\end{equation*}
$$

In using numerical methods to estimate the statistical inefficiencies $g$ from finite trajectories, this inequality may not hold, sometimes leading to negative squared uncertainties. Limiting the estimated $g_{x ; y}$ by capping it at this value will prevent this from occurring.

## Appendix B: Uncertainty Estimates for Confidence Curves

To estimate the uncertainties in Figures 1 and 4, a Bayesian inference scheme was used. Since the expectations computed from each block are independent, the number of blocks $n$ that fall inside the given scaled deviation $\sigma$ is described by
a binomial distribution with parameter $\theta$, true (unknown) probability that the blocks fall within the given deviation $\sigma$ :

$$
\begin{equation*}
P(n \mid \theta)=\frac{N!}{n!(N-n)!} \theta^{n}(1-\theta)^{N-n} \tag{82}
\end{equation*}
$$

We can write the posterior distribution for the probability $p$ given the observed number of blocks $n$ within the given deviation using Bayes' rule

$$
\begin{equation*}
p(\theta \mid n) \propto p(n \mid \theta) p(\theta) \tag{83}
\end{equation*}
$$

where $p(\theta)$ is the prior distribution for the parameter $\theta$. If we choose the prior $p(\theta)$ to be a Beta distribution with hyperparameters $\alpha$ and $\beta$, given by

$$
\begin{equation*}
p(\theta \mid \alpha, \beta)=[B(\alpha, \beta)]^{-1} x^{\alpha-1}(1-x)^{\beta-1} \tag{84}
\end{equation*}
$$

where $B(\alpha, \beta)$ is the beta function, then the posterior $p(\theta \mid n)$ will also be a Beta distribution with parameters $n+\alpha$ and $(N-n)+\beta$, as the Beta distribution is a conjugate prior to the Binomial distribution. We take the hyperparameters $\alpha$ and $\beta$ to be unity to make the prior distribution uniform, resulting in a posterior $\theta \sim \operatorname{Beta}(n+1, N-n+1)$. A $95 \%$ central confidence interval, corresponding to the location where the cumulative distribution function for the Beta distribution reaches the values of 0.025 and 0.0975 , was plotted.
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#### Abstract

The Hartree-Fock method, two common density functionals (PBE and B3LYP), and two new functionals (B97-D and B2PLYP) together with very large AO basis sets are used to compute the isomerization energies for substituted ( $\mathrm{R}=\mathrm{H}, \mathrm{F}, \mathrm{Cl}$ ) branched to linear alkanes and silanes. The results of accurate SCS-MP2 computations are taken as reference. These reactions are an important test of how nonlocal electron correlation effects on medium-range lengths scales in saturated molecules are treated by approximate quantum chemical methods. It is found that the unacceptably large errors observed previously for hydrocarbons persist also for the here considered more polar systems. Although the B97-D and B2PLYP functionals provide improved energetics, the problem is not fully solved, and thus these systems are suggested as mandatory benchmarks for future density functionals.


Kohn-Sham density functional theory (KS-DFT) is now the most widely used method for electronic structure calculations in condensed matter physics and quantum chemistry. ${ }^{1,2}$ This success mainly results from significant 'robustness', i.e., providing reasonably accurate predictions for many properties of various molecules and solids. ${ }^{3}$ However, a general drawback of many common density functionals (DF) is that they cannot be systematically improved, and thus, empirical tests in general chemistry applications are mandatory. Some fundamental failures of common DF are known quite well such as the self-interaction error or that they cannot really describe long-range electron correlations that are responsible for van der Waals (vdW) forces. ${ }^{4-6}$ Especially the vdW problem has attracted some attention in the DFT community in recent years (see e.g. refs 7-14) as these interactions play an important role in many chemical systems such as for the structures of DNA and proteins, the packing of crystals, the formation of aggregates, host-guest systems, or the orientation of molecules on surfaces.

In a recent publication ${ }^{15}$ it was shown, however, that current DFT also has problems to describe other, seemingly simple electron correlations that are the reason for stereo-

[^3]electronic substituent effects. ${ }^{16}$ In hydrocarbons, all common DF cannot describe the energetic consequences of mediumrange but nonlocal electron correlations originating from different (perfectly) localized $\sigma$-orbitals. The effect of such correlations is important when the size or shape of molecules change (for related examples see refs 17-20) although it has nothing to do with 'size-consistency' problem of some approximate quantum chemical methods. Previously, ${ }^{15}$ the most simple case, i.e., the isomerizations of branched to linear alkanes (see Scheme 1, Y $=\mathrm{C}, \mathrm{R}=\mathrm{H}$, denoted as 5 CH and 8 CH , respectively) has been considered. It was found, that e.g. for the isomerization to $n$-octane (reaction 2 ), no current DF could provide even the right sign (endergonic) for the isomerization energy $\Delta E$. Similar problems appear in standard semiempirical approaches such as MNDO or AM1 but could be eliminated by pairwise-distance-directed-Gaussian (PDDG) modifications of the interaction potential. ${ }^{21}$

In this study we investigate the obvious question if the problem only appears for hydrocarbons or if it is of more general importance. We extend our computations here to saturated systems of other elements and have chosen as new test molecules halogen-substituted alkanes $(\mathrm{Y}=\mathrm{C}, \mathrm{R}=\mathrm{F})$ and silanes ( $\mathrm{Y}=\mathrm{Si} ; \mathrm{R}=\mathrm{H}, \mathrm{F}, \mathrm{Cl}$ ), respectively. Polychlorinated

## Scheme 1. Investigated Molecules


$\mathrm{Y}=\mathrm{C}, \mathrm{Si}$
$\mathrm{R}=\mathrm{H}, \mathrm{F}, \mathrm{Cl}$
Table 1: Computed ${ }^{a}$ Isomerization (Branched $\rightarrow$ Linear) Energies $\Delta E$ (in kcal mol ${ }^{-1}$ )

| molecule | HF | B3LYP | PBE | B97-D | B2PLYP | SCS-MP2 |
| :--- | ---: | ---: | ---: | ---: | :---: | :---: |
| 5CH | 0.1 | 1.3 | 1.6 | 3.4 | 2.1 | 3.0 |
| 5CF | 10.4 | 9.8 | 11.5 | 11.5 | 12.5 | 14.1 |
| 8CH | -11.5 | -8.4 | -5.5 | 2.2 | -3.5 | 1.4 |
| 8CF | -5.0 | -5.0 | -1.5 | -0.9 | 2.6 | 7.4 |
| 5 SiH | 1.8 | 1.8 | 2.5 | 3.7 | 3.2 | 4.8 |
| 5 SiF | 26.7 | 24.7 | 26.5 | 26.7 | 28.1 | 30.9 |
| 5 SiCl | 2.0 | 3.3 | 6.0 | 6.2 | 7.9 | 11.0 |
| 8SiH | 2.0 | 2.2 | 4.7 | 8.5 | 6.5 | 11.3 |
| 8SiF | 49.9 | 45.7 | 50.3 | 52.7 | 54.1 | 61.5 |
| 8SiCl | -15.1 | -8.3 | -1.4 | -1.8 | 1.8 | 10.2 |

${ }^{\text {a }}$ Single point calculations on MP2/TZVP optimized geometries and employing the cQZV3P AO basis.
alkanes are excluded because repulsive steric interactions between the chlorine atoms are very dominant in these systems. Compared to the previously studied alkanes, the average distance between the $\sigma$-bonds (or substituents) is larger in the silanes, and furthermore, the effect of bond polarity can be investigated quite systematically by comparison of $\mathrm{R}=\mathrm{H}$ and $\mathrm{R}=\mathrm{F}$. We also present first results from a recently developed generalized gradient approximation (GGA) type functional (termed B97-D ${ }^{22}$ ) that is correct at least in the case of the hydrocarbons. It is based on a reparametrization of Beckes ansatz from $1997^{23}$ but now explicitly includes long-range electron correlations by atompair wise dispersion corrections of the form $C_{6} \cdot R^{-6}$ as in the DFT-D method. ${ }^{8}$ In this new approach double-counting effects of electron correlation are avoided by construction, and the density functional description is restricted to the short-range electron correlations.

Experimental isomerization enthalpies are unfortunately not available for the fluoroalkanes and all silanes. However, recent experience showed that the SCS-MP2 method ${ }^{24}$ with large AO basis sets as used here (of polarized quadruple- $\zeta$ quality, see Methods) is accurate to within $0.5 \mathrm{kcal} \mathrm{mol}^{-1}$ for the $\Delta E$ values of hydrocarbons. We expect for the bigger systems studied here where also the absolute $\Delta E$ values are generally larger an error of about $\pm(1-2) \mathrm{kcal} \mathrm{mol}^{-1}$. This is in any case accurate enough to judge the quality of approximate functionals that in our case yield large errors of 5-15 $\mathrm{kcal} \mathrm{mol}^{-1}$.

The results for the linear to branched form isomerization energies are shown in Table 1, and the errors with respect to the SCS-MP2 values taken as reference are shown graphically in Figure 1 (for convenience only errors for reaction

2 are shown). As a quantum chemical method we employ also (uncorrelated) Hartree-Fock (HF) to see how a large fraction of the electron correlation contribution to $\Delta E$ is typically recovered by DFT. As standard functionals we consider the popular B3LYP ${ }^{25,26}$ and PBE $^{27}$ forms and note in passing that many other functionals (e.g. the meta-GGA TPSS ${ }^{28}$ ) behave quite similar. Besides the new B97-D GGA, the recently developed 'fifth-rung' virtual-orbital dependent hybrid B2PLYP ${ }^{14}$ is used. This functional contains explicitly interpair correlations that seem to be necessary for an accurate description of such isomerization processes. ${ }^{15}$

Before discussing the errors of the investigated methods that is the main point of the present work, a brief look at some general aspects and trends of the $\Delta E$ values in the series of systems seems appropriate. First, for all systems the $\Delta E$ values are positive meaning that the branched form is more stable. Furthermore, the $\Delta E$ values decrease (the branched forms are destabilized) when the core of the molecules is increased from five to eight atoms for $\mathrm{Y}=\mathrm{C}$, while they increase for $\mathrm{Y}=\mathrm{Si}(\mathrm{R}=\mathrm{H}, \mathrm{F})$ or are almost constant $(\mathrm{R}=\mathrm{Cl})$. The different behavior of the alkanes opposed to the silanes can be explained by the much longer $\mathrm{Si}-\mathrm{Si}$ bonds which lead to much smaller steric interactions than in alkanes, and consequently, the intrinsic effects of electron correlation (that stabilize the branched forms) are more obvious in the silanes. In the chlorosilanes 5 SiCl and 8 SiCl we once again can observe the steric effects as here the $\Delta E$ values decrease as in the case of $\mathrm{Y}=\mathrm{C}$. This is clearly due to the larger size of Cl and the longer $\mathrm{Si}-\mathrm{Cl}$ bonds that cause more steric interference in the branched forms.

A second point concerns the dependence on the bond polarity. For both, $\mathrm{Y}=\mathrm{C}$ and $\mathrm{Y}=\mathrm{Si}$, the $\Delta E$ values increase for $\mathrm{R}=\mathrm{Cl}, \mathrm{F}$ compared to $\mathrm{R}=\mathrm{H}$ (with the exception of 8 SiCl , see above). When comparing $\mathrm{R}=\mathrm{H}$ and $\mathrm{R}=\mathrm{F}$ (where steric effects are of minor importance), the $\Delta E$ values are larger by about a factor of 6 for $\mathrm{R}=\mathrm{F}$. From an analyses of the errors of the different methods (see below) and the additive property of the effects, we assign this behavior to an unfavorable arrangement of the bond dipoles in the linear forms compared to the branched ones. This view is corroborated by the energy contribution to $\Delta E$ from the pointcharge model in common force-fields.


Figure 1. Errors with respect to SCS-MP2 as reference for isomerization energies (reaction 2) with different quantum chemical methods.

For the discussion of the errors of the different density functionals considered we restrict ourselves to reaction 2 because the effects are qualitatively the same but more pronounced compared to reaction 1. Inspection of Figure 1 shows clearly that the methods behave quite similar for carbon and silicon, and thus, the problems appear to be of general importance. The errors are huge, i.e., $>10 \mathrm{kcal} \mathrm{mol}^{-1}$ for HF and B3LYP, between 5 and $10 \mathrm{kcal} \mathrm{mol}^{-1}$ for PBE, and between 0 and $10 \mathrm{kcal} \mathrm{mol}^{-1}$ for B97-D and B2PLYP. Even more important, for 8 CH all methods except B97-D predict the wrong sign for $\Delta E$, and for 8 CF and 8 SiCl only B2PLYP is right. Errors on the order of $5-15 \mathrm{kcal} \mathrm{mol}^{-1}$ are typical for e.g. the atomization energies of medium-sized molecules where the electronic structure changes a lot but are completely unacceptable for a simple isomerization process where the number and type of bonds and the hybridization state of all atoms remains the same.

The much larger errors of the HF and B3LYP methods for 8 SiCl can be attributed to missing attractive vdW interactions that are better accounted for by the other methods. This reasoning also applies for the in general larger errors provided by HF and B3LYP. As discussed in ref 15, intramolecular vdW effects contribute significantly to $\Delta E$, but are not the main reason for the failures. This is also found here for substituents other than hydrogen. In passing we note that also for the halogen substituted systems the amount of nonlocal HF exchange in a density functional has a minor effect on its performance.

The new functionals B97-D and B2PLYP that both try to account for the relevant interactions by empirical and orbitaldependent terms, respectively, perform better than all other functionals. However, there is still room for improvement, i.e., the errors for B97-D increase for $\mathrm{R}=\mathrm{F}, \mathrm{Cl}$ and the B2PLYP errors (although less system-dependent) are still on the order of $4-8 \mathrm{kcal} \mathrm{mol}^{-1}$.

The most important finding of the present investigation is that the errors of common density functionals are comparable for a wide range of polar and nonpolar systems. The explanation of the problem ${ }^{15}$ due to nonlocal electron correlations between localized $\sigma$-bonds at intermediate distances is fully supported by the present study. It is a very reasonable conjecture that the DFT problems in the description of such isomerization processes, that are not element-specific but related to a change in the shape of molecules, indicate only the tip of an iceberg. In many quantum chemical routine studies, these problems may be buried by (counter-effective) basis set incompleteness effects or the fact that only small model systems are studied. For the further systematic development of quantum chemistry and DFT in particular, however, it seems important to solve these problems, and thus, we suggest the here considered systems as mandatory benchmarks for future density functionals.

## Methods

The SCS-MP2 and DFT calculations have been performed with slightly modified versions of the TURBOMOLE suite of programs. ${ }^{29}$ As AO basis, triple- $\zeta$ (TZV) or quadruple- $\zeta$ (QZV) sets of Ahlrichs et al. ${ }^{30}$ have been employed. In all perturbative treatments (MP2, SCS-MP2, and B2PLYP) the

RI-approximation for the two-electron integrals has been used, ${ }^{31}$ and all electrons have been correlated. As RI-auxiliary basis, the sets of Weigend et al. ${ }^{32}$ that were optimized for the cc-pVQZ AO basis have been employed. The geometries were fully optimized at the MP2/TZV (d,p) level, and singlepoint calculations on these structures were performed with a quadruple- $\zeta$ (cQZV3P) AO basis set that includes (3d2f/ 2 pd ) polarization functions and ( 2 s 2 p 2 d 1 f ) core-polarization/ correlation functions taken from ref 33. This basis set provides results to within $\pm 0.1 \mathrm{kcal} \mathrm{mol}^{-1}$ of the basis set limit for the (zero-point vibrational energy exclusive) isomerization energies $\Delta E$ in the case of hydrocarbons. ${ }^{15}$

Note Added in Proof. At the proof stage of this letter, important related work came to our attention. Schreiner et al. (Org. Lett. 2006, 8, 3635-3638) and Wodrich et al. (Org. Lett. 2006, 8, 3631-3634) present other examples of isomerization, where common density functionals fail badly. Zhao et al. propose a new meta-hybrid functional (M05-2X, J. Chem. Theory Comput. 2006, 2, 364) that seems to solve the here discussed problems at least for medium-sized hydrocarbons.
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#### Abstract

The use of background molecular charge to incorporate environmental effects on a molecule or active site is widely employed in quantum chemistry. In the present article we employ this practice in conjunction with many-body expansions. In particular, we present electrostatically embedded two-body and three-body expansions for calculating the energies of molecular clusters. The system is divided into fragments, and dimers or trimers of fragments are calculated in a field of point charges representing the electrostatic potential of the other fragments. We find that including environmental point charges can lower the errors in the electrostatically embedded pairwise additive (EE-PA) energies for a series of water clusters by as much as a factor of 10 when compared to the traditional pairwise additive approximation and that for the electrostatically embedded three-body (EE-3B) method the average mean unsigned error over nine different levels of theory for a set of six tetramers and one pentamer is only $0.05 \mathrm{kcal} / \mathrm{mol}$, which is only $0.4 \%$ of the mean unsigned net interaction energy. We also test the accuracy of the EE-PA and EE-3B methods for a cluster of 21 water molecules and find that the errors relative to a full MP2/aug'-cc-pVTZ calculation to be only 2.97 and $0.38 \mathrm{kcal} / \mathrm{mol}$, respectively, which are only $1.5 \%$ and $0.2 \%$, respectively, of the net interaction energy. This method offers the advantage over some other fragment-based methods in that it does not use an iterative method to determine the charges and thus provides substantial savings for large clusters. The method is convenient to adapt to a variety of electronic structure methods and program packages, it has $N^{\beta}$ or $N^{\beta}$ computational scaling for large systems (where $N$ is the number of fragments), it is easily converted to an $\mathrm{O}(\mathrm{N})$ method, and its linearity allows for convenient analytic gradients.


## 1. Introduction

Many computational chemistry applications require one to calculate accurate energies for very large molecules such as proteins, for large molecular clusters or nanoparticles that have hundreds or even thousands of atoms or for condensedphase extended systems (such as liquid solvents or highpressure solids in the earth's mantle). Such requirements have led to research on developing quantum mechanical electronic structure methods to efficiently and accurately describe large systems. ${ }^{1-45}$ Correlated quantum mechanical methods, such as post-Hartree-Fock wave function theory ${ }^{46}$ (WFT) or density functional theory ${ }^{47}$ (DFT), while able to give highly

[^4]accurate results, are limited-in their original computational formulation-to relatively small systems containing only tens or, in the case of DFT, hundreds or a few thousand atoms. If one is interested in studying a system with tens or hundreds of thousands of atoms, conventional quantum mechanical methods are useless, and for systems with only $50-100$ atoms, they are often so computationally demanding as to be impractical with the time and resources available for a given project. Molecular mechanics, ${ }^{48,49}$ on the other hand, while able to handle the large number of atoms present in extended systems does not provide the predictive quantitative accuracy needed to investigate many of the questions of interest, such as chemical reactions or phase equilibria under conditions (for example, the high-pressure phases of the
earth's mantle) where there is not enough data for a specific parametrization.

Perhaps the simplest of all approximations that is frequently invoked is to expand the system as a sum of manybody terms and then to truncate the series after only a few terms. If the sum is truncated after inclusion of the twobody terms (interactions of two monomers), then one is said to have made the pairwise additive approximation, while if three-body terms are also included, then one is said to have made the three-body approximation. The benefit of making such approximations is that the total energy of the system can be written as a combination of the energy of all the fragments (called monomers), dimers, and, in the case of the three-body approximation, trimers within the structure. This reduces a single very large and expensive calculation to a large number of small and computationally efficient calculations, and it can allow quantum mechanics methods to be used for large systems where it would be otherwise impractical. Many-body expansions are applicable both to covalently connected monomers, such as the peptide residues in a protein, and to noncovalently connected monomers, such as water molecules in ice, liquid water, or water clusters. Additionally, these methods can be highly parallelized because each fragment can be calculated on a separate processor, making the calculation quite fast. Unfortunately, while the pairwise additive approximation may give qualitatively correct results, it does not give good quantative results, even for small clusters with highly accurate pair potentials. ${ }^{50}$ While the inclusion of the three-body terms helps to improve quantitative accuracy, ${ }^{51}$ the results may still be insufficiently accurate for systems in which many-body effects play an important role, such as water clusters. ${ }^{52}$

As a result of these shortcomings, some workers have tried to modify the pairwise and three-body approximations by adding additional terms to the monomer, dimer, or trimer Hamiltonian that account for the electrostatic field of the other atoms in the system. ${ }^{16,17}$ These methods, which include the pair interaction molecular orbital method ${ }^{16}$ (PIMO) and the fragment molecular orbital method ${ }^{17,24,29,30}$ (FMO) of Kitaura et al., add terms to the fragment and dimer Hamiltonians that account for the electrostatic potential of the other fragments in the system. These methods involve an iterative procedure to determine the electrostatic potential that occurs in the fragment, dimer, and, in some cases, trimer Hamiltonians. In this procedure one divides the system into the fragments and provides an initial guess for the electron distribution of each fragment. The Schrödinger equation is then solved for all fragments in the system to obtain both the fragment energies and also a new electron density distribution. The new guess is plugged back into the Hamiltonian, and the cycle is repeated until the electron density distributions are converged. FMO calculations in which a unit of two consecutive peptide residues are treated as a monomer have been shown to reproduce ab initio molecular orbital energies of polypeptides to within $2 \mathrm{kcal} /$ mol ; however, one might wonder if there is a way to attain similar accuracy without the use of an iterative procedure, particularly for noncovalently connected monomers where one can easily separate the system into fragments without
having to cut through any covalent bonds. Some approximations to the electrostatic potential have been made ${ }^{24}$ in which the electrostatic potential was treated using a system of Mulliken and fractional point charges, depending on the separation of the fragments, and the expression for the total energy was written in terms of a density difference matrix so that only the net contribution of the electrostatic energy was included. Since this method led to no significant loss of accuracy when compared to the original FMO method, it prompts one to wonder if there is a simpler way to approximate the electrostatic potential, without sacrificing accuracy.

Recent work by Jiang et al. ${ }^{43}$ has modified the molecular fragmentation with conjugated caps (MFCC) method of Zhang et al. ${ }^{25,26}$ so that the energy of each fragment is calculated in a field of point charges representing the other charge centers. Their method, called electrostatic fieldadapted molecular fragmentation with conjugated caps (EFAMFCC), shows errors within a few millihartees of the ab initio energy for a set of model peptides and biological molecules. In the EFA-MFCC method the total energy is written as the sum of the energies of the capped fragments minus the energy of the conjugated caps (see refs 25, 26, and 43). In light of the discussion of many-body expansions presented in the Introduction, one could consider the energy expression of MFCC and EFA-MFCC to be an electrostatically embedded one-body expansion of the total energy. In light of the good results obtained by Jiang et al. one might ask whether using higher order many-body expansions (i.e., pairwise additive or three-body) in simpe electrostatic fields would be even more accurate, particularly in light of the work of Kitaura et al. ${ }^{29,30}$ who have successfully used a manybody expansion with more complicated ways of representing the electrostatic potential (see previous paragraph and refs 24 and 28-30).

In this work, inspired by the successes of the many-body expansions within in a self-consistent field representing the electrostatic potential of the other particles in the work of Federov and Kitaura ${ }^{29,30}$ and similar in some respects to the work of Jiang et al. ${ }^{43}$ in which a simpler electrostatic embedding is applied to fragments, we combine the use of a many-body expansion with the use of prespecified point charges to represent the electrostatic field of the other molecules. To assess the accuracy of the method we have used it to calculate the binding energies of a series of water clusters ranging in size from trimer to pentamer. Because water clusters are known to have very large many-body effects, ${ }^{52}$ this should provide a good test of the capabilities of the method.

## 2. Theory

Consider a system of $N$ interacting units, called monomers. In the present paper we limit the treatment to noncovalently connected monomers, but, like the fragment molecular orbital method, ${ }^{29}$ it can be extended to covalently connected monomers.

Without any approximation, the total energy of the system can be written as

$$
\begin{equation*}
V=V_{1}+V_{2}+V_{3}+\ldots+V_{N} \tag{1}
\end{equation*}
$$

where

$$
\begin{gather*}
V_{1}=\sum_{i}^{N} E_{i}  \tag{2}\\
V_{2}=\sum_{i<j}^{N}\left(E_{i j}-E_{i}-E_{j}\right)  \tag{3}\\
V_{3}=\sum_{i<j<k}^{N}\left[\left(E_{i j k}-E_{i}-E_{j}-E_{k}\right)-\left(E_{i j}-E_{i}-E_{j}\right)-\right. \\
\left.\left(E_{i k}-E_{i}-E_{k}\right)-\left(E_{j k}-E_{j}-E_{k}\right)\right] \tag{4}
\end{gather*}
$$

with higher-order terms defined analogously, and where $E_{i}$, $E_{i j}, E_{i j k}, \ldots$ are energies of embedded monomers, embedded dimers, embedded trimers, and so forth. By an embedded $n$-mer, we mean one whose energy is calculated in a field representing the $N-n$ other particles. If one retains only the first two terms of eq 1 , the total energy of the system can be approximated as

$$
\begin{equation*}
E_{\mathrm{EE}-\mathrm{PA}}=\sum_{i<j}^{N} E_{i j}-(N-2) \sum_{i}^{N} E_{i} \tag{5}
\end{equation*}
$$

where EE-PA denotes the electrostatically embedded pairwise additive method. If one includes the first three terms in eq 1 , the total energy becomes

$$
\begin{equation*}
E_{\mathrm{EE}-3 \mathrm{~B}}=\sum_{i<j<k}^{N} E_{i j k}-(N-3) \sum_{i<j}^{N} E_{i j}+\frac{(N-2)(N-3)}{2} \sum_{i}^{N} E_{i} \tag{6}
\end{equation*}
$$

where EE-3B denotes the electrostatically embedded threebody method. (EE-MB denotes an electrostatically embedded many-body approximation of unspecified order.) If one calculates the energies using eqs 5 and 6 without the presence of the point charges, then one gets the conventional pairwise additive (PA) and three-body (3B) energies, as discussed in the Introduction. We emphasize that if the series of eq 1 is not truncated, the result is exact and is independent of whether embedding is employed; however, we will show that the rate of convergence of the series (i.e., the accuracy if one truncates after a given order of many-body terms) depends strongly on embedding.

In the present study, the electrostatic embedding is carried out by using point charges, as in ref 43 , to represent the other $N-n$ particles for each $n$-mer. Two possible ways to obtain the set of point charges needed for these methods are considered in this work:
A. Determine a charge representation for the entire cluster; then, for each monomer, dimer, or trimer, represent the other $N-1, N-2$, or $N-3$ water molecules with the charges from this full-system charge calculation.
B. Determine the charges for a gas-phase monomer and, for each monomer, dimer, or trimer, represent the other $N$ $-1, N-2$, or $N-3$ monomers with the gas-phase monomer point charges.

In order to compare method A to method B we have used the AM1 ${ }^{53}$ Mulliken charges ${ }^{54}$ to carry out both (denoted AM1 and AM1M for methods A and B, respectively). Since
for a very large system the calculation of the charges for the entire cluster may become very expensive we are especially interested in method B (monomer charges), and test the monomer based charge scheme, using three other choices for the monomer charges: B3LYP ${ }^{55-57} / 6-31 G^{* 58}$ Mulliken charges (denoted B3LYPM), B3LYP/6-31G* class IV charges ${ }^{59}$ (denoted CM4M), and TIP3P ${ }^{61}$ molecular mechanics charges (denoted TIP3P). (Note that Mulliken charges are class II charges, and CM4 is a class IV charge model. ${ }^{60}$ ) All AM1 calculations were carried out using the Gaussian03 ${ }^{62}$ software package, while the B3LYP/6-31G* CM4 and Mulliken charges were calculated using the MN GSM software program, version 6.0. ${ }^{63}$ (Note that the B3LYP Mulliiken charges can be calculated with any electonic structure package employing B3LYP that can calculate Mulliken charges.)

The procedure for the electrostatically embedded manybody method can be summarized as follows:

1. Determine the partial atomic charges for all $N$ molecules in the cluster by one of the methods described in the previous paragraph.
2. Calculate the energy of each $n$-body cluster in the expansion (for EE-PA, one has $n=1$ and 2; for EE-3B, one has $n=1,2$, and 3 ) by representing the atoms of the other $N-n$ molecules with nuclear-centered point charges corresponding to the partial atomic charges determined in step 1.
3. Calculate the total energy of the system using the appropriate equation (i.e., eq 5 for EE-PA, eq 6 for EE-3B).

We note that the internal geometries $(\mathrm{O}-\mathrm{H}$ bond distances and $\mathrm{H}-\mathrm{O}-\mathrm{H}$ bond angles) of the monomers for those clusters taken from simulations vary within the cluster, and in some cases they are also quite different from those clusters obtained from gas-phase optimizations (the bond lengths and angles for the optimized clusters tend to be similar). Thus in principle, many of the monomers in these clusters have slightly different charges, and indeed when one uses method A the charges are different. One could also laboriously calculate all the slightly different monomer charge sets, but when we use the monomer charges we use a simpler procedure-all charges correspond to the equilibrium structure of the monomer (taken to have the $\mathrm{O}-\mathrm{H}$ distances of $0.9572 \AA$ and a bond angle of 104.52 degrees).

## 3. Results and Discussion

In previous work ${ }^{50}$ we have tested the ability of the pairwise additive approximation to reproduce full density functional calculations of binding energies of small water clusters ranging in size from trimer to pentamer. The database used in that work consists of a set of eight trimers, six tetramers, and a pentamer; the structures are taken from Monte Carlo and molecular mechanics simulations of bulk water and ice as well as from gas-phase optimizations. We have chosen to use the same set of 15 clusters in this work, and we refer the reader to ref 50 for more information about the database. All tests of the many-body and electrostatically embedded many-body results are tests of how well these approximations can reproduce the total energy from full calculations at a given level of theory not how well they agree with higher-
level calculations. For example EE-PA and EE-3B calculations of the energy with PBE1W/6-311+G(2d,2p) monomers, dimers, and trimers are compared to full PBE1W/6-311+G( $2 \mathrm{~d}, 2 \mathrm{p}$ ) calculations on the whole cluster, which we refer to as the true energies.

While the main subject of the present work is the use of prespecified point charges in a many-body expansion, one might be interested in seeing the results for electrostatic embedding with only the one-body term. For the interested reader these results and a brief discussion have been placed in the Supporting Information.

For each of the 15 clusters we have calculated the true energies at a given level of electronic structure theory and basis set, the pairwise additive energies at the same level of theory and basis set, and the electrostatically embedded pairwise additive energies with that level and basis set. For the EE-PA energies we tested the five charge approximations described above: AM1, AM1M, B3LYPM, CM4M, and TIP3P. Each of these five energies were calculated at five different levels of theory with one or two basis sets. The levels of electronic structure theory are BLYP, ${ }^{55,56}$ B3LYP, ${ }^{55-57}$ PBE, ${ }^{64}$ PBE1W,,${ }^{49}$ and MP2. ${ }^{65}$ Four of these are methods that were also used in ref 50 ; they include three generalized gradient approximations (BLYP, PBE, PBE1W), or GGAs, and one hybrid GGA (B3LYP), that also includes a percentage ( $20 \%$ ) of Hartree-Fock exchange. The fifth level of theory is MP2 (second-order Møller-Plesset perturbation theory ${ }^{65}$ ), both to illustrate the electrostatically embedded many-body expansion for a WFT method and because MP2 is known to be highly accurate for small water clusters. ${ }^{66,67}$ For each of the density functionals we use the MG3S basis set (which for water is the same as the $6-311+G(2 d f, 2 p){ }^{58}$ basis set), and also the basis set, different for each functional, that was determined previously ${ }^{50}$ to be optimal for small water clusters. Three of the functionals (BLYP, B3LYP, and PBE1W) use a Pople basis set, ${ }^{58}$ while one functional (PBE) uses an augmented Dunning basis set; ${ }^{68}$ in particular we consider the BLYP/6-31+G(d,p), B3LYP/6-31+G(d,2p), PBE/aug-cc-pVTZ, and PBE1W/6-311+G(2d,2p) levels of theory. For the MP2 calculations we use the cc-pVTZ ${ }^{69}$ basis set on hydrogen and the aug-cc-pVTZ basis set on oxygen; this combination will be referred to as the aug'-cc-pVTZ basis set. All density functional and MP2 calculations were carried out with the Gaussian03 program. ${ }^{62}$

Before discussing the results, it is useful to provide some characterization of the clusters. Seven of the eight trimers are bound with respect to three optimized monomers for all nine levels of theory tested. The net binding energies for these seven trimers range, depending on electronic structure level and the particular trimer, from 0.2 to $17.3 \mathrm{kcal} / \mathrm{mol}$, with an average of $13.0 \mathrm{kcal} / \mathrm{mol}$. The only exception, taken from a Monte Carlo simulation of liquid water, is predicted to be unbound by as much as $3.2 \mathrm{kcal} / \mathrm{mol}$ by MP2/aug'-cc-pVTZ and to be bound at most by $2.1 \mathrm{kcal} / \mathrm{mol}$ with BLYP/6-31+G(d,p). The tetramers are all bound with respect to four optimized monomers; depending on the electronic structure level and the particular tetramer, the net binding energy ranges from 1.9 to $30.8 \mathrm{kcal} / \mathrm{mol}$, with an average binding energy of $13.6 \mathrm{kcal} / \mathrm{mol}$. The pentamer, in contrast,
taken from a simulation of liquid water, is unbound by 8.8 to $16.4 \mathrm{kcal} / \mathrm{mol}$, depending on the electronic structure method.

Table 1 shows the mean errors of the pairwise additive and electrostatically embedded pairwise additive energies, relative to the true energies calculated at the same level of theory. We can see that even for the worst EE-PA result, the one with AM1M charges, the average mean unsigned error is reduced by a factor of 2 . Moreover, the best two methods, EE-PA-B3LYPM and EE-PA-TIP3P, show a 10fold reduction in error. For the EE-PA-AM1 and EE-PAAM1M calculations we see improved performance of the full cluster calculation over the gas-phase monomer charges; however, the difference in the average mean unsigned error in the nine methods is only $0.15 \mathrm{kcal} / \mathrm{mol}$ indicating that the use of monomer charges is sufficient for this application. The best overall result comes from the use of the TIP3P charges, which were parametrized (along with two LennardJones parameters) to improve the energetics and liquid density of simulations of liquid water. ${ }^{60}$ We note that Jiang et al. ${ }^{43}$ saw a similar result, in that while the energy obtained is not independent of the charges used, the choice of charge model does not greatly influence the quality of the result obtained.

As the two best results, EE-PA-B3LYPM and EE-PATIP3P, use only the gas-phase monomer charges, which are related by $q_{\mathrm{H}}=-q_{\mathrm{O}} / 2$, one might be able to use $q_{\mathrm{O}}$ as a variational parameter in order to obtain even better results. Optimization of $q_{\mathrm{O}}$ to minimize the average mean unsigned error of the nine methods led to $q_{\mathrm{O}}=-0.872$. Table 2 compares the mean errors for the optimized charges (denoted QOPT) to the other EE-PA methods that use monomer charges. We find that optimizing $q_{\mathrm{O}}$ does not lead to significant improvement over the TIP3P charges. In fact, the average mean unsigned errors over all nine methods for the EE-PA approximation with the AM1M, B3LYPM, CM4M, TIP3P, and QOPT charges methods are $0.80,0.21,0.34,0.19$, and $0.19 \mathrm{kcal} / \mathrm{mol}$, respectively. In light of the small difference in errors between the B3LYPM, TIP3P, and QOPT methods, and in the interest of developing a method that is generally transferable to other systems, we have decided to use the B3LYP/6-31G* monomer Mulliken charges (B3LYPM) because (unlike the TIP3P charges) they are well defined for any system of interest and thus they avoid the need to optimize a new set of charges for each system of interest.

Table 3 compares the three-body and electrostatically embedded three-body energies to the true energies for the tetramers and pentamer. Based on the results for the electrostatically embedded pairwise additive methods we test only the B3LYP/6-31G* monomer Mulliken (B3LYPM) charges. In all cases we see that the EE-3B method gives a mean unsigned error of less than $0.1 \mathrm{kcal} / \mathrm{mol}$; in the case of MP2/aug'-cc-pVTZ we see a mean unsigned error of only $0.01 \mathrm{kcal} / \mathrm{mol}$. Again we see a minimum of a 2-fold decrease in the error upon inclusion of the point charges and as much as a 10 -fold improvement for MP2. The average mean unsigned error for the nine methods is $0.05 \mathrm{kcal} / \mathrm{mol}$, compared to an average mean unsigned error of $0.31 \mathrm{kcal} /$
Table 1. Mean Errors ${ }^{a}$ ( $\mathrm{kcal} / \mathrm{mol}$ ) in Binding Energies for the Pairwise Additive Approximation and the Electrostatically Embedded Pairwise Additive Approximation with Five

|  | PA |  |  | EE-PA |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | AM1 |  |  | AM1M |  |  | B3LYPM |  |  | CM4M |  |  | TIP3P |  |  |
|  | MSE | MUE | RMSE | MSE | MUE | RMSE | MSE | MUE | RMSE | MSE | MUE | RMSE | MSE | MUE | RMSE | MSE | MUE | RMSE |
| BLYP/MG3S | 1.99 | 2.11 | 2.66 | 0.74 | 0.76 | 1.01 | 0.91 | 0.94 | 1.23 | 0.21 | 0.21 | 0.32 | 0.42 | 0.42 | 0.58 | 0.14 | 0.15 | 0.24 |
| PBE/MG3S | 1.62 | 1.83 | 2.32 | 0.39 | 0.58 | 0.74 | 0.56 | 0.69 | 0.92 | -0.13 | 0.21 | 0.32 | 0.07 | 0.28 | 0.38 | -0.20 | 0.23 | 0.34 |
| PBE1W/MG3S | 1.58 | 1.80 | 2.28 | 0.35 | 0.56 | 0.72 | 0.52 | 0.67 | 0.89 | -0.17 | 0.24 | 0.35 | 0.03 | 0.28 | 0.38 | -0.24 | 0.26 | 0.38 |
| B3LYP/MG3S | 1.87 | 2.00 | 2.52 | 0.65 | 0.68 | 0.91 | 0.82 | 0.85 | 1.12 | 0.14 | 0.14 | 0.25 | 0.34 | 0.34 | 0.50 | 0.07 | 0.10 | 0.18 |
| BLYP/6-31+G(d,p) | 1.81 | 1.95 | 2.47 | 0.74 | 0.77 | 1.02 | 0.90 | 0.93 | 1.22 | 0.27 | 0.27 | 0.39 | 0.46 | 0.47 | 0.64 | 0.21 | 0.21 | 0.31 |
| PBE/aug-cc-pVTZ | 1.82 | 2.02 | 2.53 | 0.43 | 0.58 | 0.76 | 0.62 | 0.72 | 0.98 | -0.19 | 0.25 | 0.36 | 0.05 | 0.27 | 0.37 | -0.27 | 0.28 | 0.41 |
| PBE1W/6-311+G(2d,2p) | 1.59 | 1.80 | 2.29 | 0.36 | 0.56 | 0.72 | 0.53 | 0.67 | 0.90 | -0.17 | 0.24 | 0.35 | 0.04 | 0.28 | 0.38 | -0.23 | 0.26 | 0.38 |
| B3LYP/6-31+G(d,2p) | 1.84 | 1.97 | 2.49 | 0.68 | 0.71 | 0.95 | 0.84 | 0.87 | 1.15 | 0.17 | 0.17 | 0.29 | 0.37 | 0.38 | 0.54 | 0.11 | 0.13 | 0.21 |
| MP2/aug'-cc-pVTZ ${ }^{\text {b }}$ | 1.93 | 2.04 | 2.55 | 0.65 | 0.68 | 0.88 | 0.82 | 0.85 | 1.10 | 0.13 | 0.13 | 0.20 | 0.33 | 0.33 | 0.45 | 0.07 | 0.09 | 0.13 |

mol for the EE-PA scheme applied to the tetramers and pentamer. The average error of $0.05 \mathrm{kcal} / \mathrm{mol}$ in the EE-3B energies corresponds to a relative error of $0.4 \%$ when compared to the average unsigned net interaction energy of the tetramers and pentamer, which is $13.6 \mathrm{kcal} / \mathrm{mol}$; the average mean unsigned error of $0.31 \mathrm{kcal} / \mathrm{mol}$ for the EEPA scheme applied to this same set of clusters corresponds to $2.3 \%$, which is also small enough to be useful for demanding applications.

To test the new methods for larger clusters, we have applied them to calculate the MP2/aug'-cc-pVTZ energy of a cluster of 21 water molecules (see Figure 1), taken from the Cambridge Cluster Database, ${ }^{70}$ which corresponds to the global minimum-energy structure for $N=21$ with the TIP5P ${ }^{71}$ empirical potential. ${ }^{72}$ We find that the EE-PA method gives an error of $2.97 \mathrm{kcal} / \mathrm{mol}$ relative to the true energy, while EE-3B gives an error of only $0.38 \mathrm{kcal} / \mathrm{mol}$. These values are larger than the mean unsigned errors for the smaller clusters because the 21-mer has a much larger interaction energy, due to the large number of hydrogen bonds (see Figure 1). In particular the energy of the 21-mer is $203.2 \mathrm{kcal} / \mathrm{mol}$ lower than 21 separated gas-phase water monomers. The errors in the EE-PA and EE-3B net interaction energies are thus $1.5 \%$ and $0.2 \%$, respectively.

To put these results into perspective Table 4 shows FMO results for DFT calculations on water clusters containing 16 and 32 water molecules. ${ }^{30}$ In general we see that our errors are lower than those for the FMO methods with $N=16$. Federov et al. assume that the error scales linearly with the system size, ${ }^{29,30}$ indicating that for the same system size the method presented here should be more accurate than FMO. The FMO2 and FMO3 methods perform better for small-basis-set Hartree-Fock calculations, but we have not tested the EE-MB schemes for those levels of calculation, which are less accurate for polarization and which do not include correlation.

It is also interesting to note the wide range in performance that one sees in Table 4 with respect to varying basis set. While we see some dispersion in Tables 1 and 2, the spread is not as severe as what is seen in Table 4, even after adjusting for system size.

An important feature of the EE-PA and EE-3B methods is their favorable scaling in the limit of large system size. For example, the calculation of the EE-3B energy for the 21-mer took only $\sim 55 \mathrm{~h}$ using a single processor on an SGI Altix, while the full MP2/aug'-cc-pVTZ calculation took $\sim 86$ h using eight processors on the same machine (a factor of 12.5 times longer). In theory, in the limit of large system size and independent of what method is used for the trimer, the EE-3B method scales as $N^{3}$ where $N$ is the number of monomers. Thus the method shows great promise for allowing calculations of MP2 or $\operatorname{CCSD}(\mathrm{T})$ (coupled cluster theory with single and double excitations and quasiperturbative connected triples ${ }^{73}$ ) accuracy on large systems with $N^{3}$ scaling, whereas conventional MP2 and $\operatorname{CCSD}(\mathrm{T})$ scale as $N^{5}$ and $N^{7}$, respectively. The EE-PA method has even more favorable $N^{2}$ scaling. If one makes a further approximation of including only pairs or trimers within a certain cutoff distance of each other (for example, only neighboring

Table 2. Comparison of the Mean Errors ( $\mathrm{kcal} / \mathrm{mol}$ ) for Four Kinds of Point Charges in the EE-PA Method

|  | AM1M ${ }^{\text {a }}$ |  |  | B3LYPM $^{\text {b }}$ |  |  | CM4M ${ }^{\text {c }}$ |  |  | TIP3P ${ }^{\text {d }}$ |  |  | QOPT ${ }^{\text {e }}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MSE | MUE | RMSE | MSE | MUE | RMSE | MSE | MUE | RMSE | MSE | MUE | RMSE | MSE | MUE | RMSE |
| BLYP/MG3S | 0.91 | 0.94 | 1.23 | 0.21 | 0.21 | 0.32 | 0.42 | 0.42 | 0.58 | 0.14 | 0.15 | 0.24 | 0.07 | 0.09 | 0.16 |
| PBE/MG3S | 0.56 | 0.69 | 0.92 | -0.13 | 0.21 | 0.32 | 0.07 | 0.28 | 0.38 | -0.20 | 0.23 | 0.34 | -0.26 | 0.26 | 0.39 |
| PBE1W/MG3S | 0.52 | 0.67 | 0.89 | -0.17 | 0.24 | 0.35 | 0.03 | 0.28 | 0.38 | -0.24 | 0.26 | 0.38 | -0.30 | 0.30 | 0.44 |
| B3LYP/MG3S | 0.82 | 0.85 | 1.12 | 0.14 | 0.14 | 0.25 | 0.34 | 0.34 | 0.50 | 0.07 | 0.10 | 0.18 | 0.01 | 0.08 | 0.13 |
| BLYP/6-31+G(d,p) | 0.90 | 0.93 | 1.22 | 0.27 | 0.27 | 0.39 | 0.46 | 0.47 | 0.64 | 0.21 | 0.21 | 0.31 | 0.15 | 0.15 | 0.23 |
| PBE/aug-cc-pVTZ | 0.62 | 0.72 | 0.98 | -0.19 | 0.25 | 0.36 | 0.05 | 0.27 | 0.37 | -0.27 | 0.28 | 0.41 | -0.35 | 0.35 | 0.48 |
| PBE1W/6-311+G(2d,2p) | 0.53 | 0.67 | 0.90 | -0.17 | 0.24 | 0.35 | 0.04 | 0.28 | 0.38 | -0.23 | 0.26 | 0.38 | 0.01 | 0.06 | 0.09 |
| B3LYP/6-31+G(d,2p) | 0.84 | 0.87 | 1.15 | 0.17 | 0.17 | 0.29 | 0.37 | 0.38 | 0.54 | 0.11 | 0.13 | 0.21 | 0.04 | 0.09 | 0.15 |
| MP2/aug'-cc-pVTZ ${ }^{\text {f }}$ | 0.82 | 0.85 | 1.10 | 0.13 | 0.13 | 0.20 | 0.33 | 0.33 | 0.45 | 0.07 | 0.09 | 0.13 | -0.30 | 0.30 | 0.43 |

Table 3. Mean Errors ( $\mathrm{kcal} / \mathrm{mol}$ ) for Three-Body and Electrostatically Embedded Three-Body Binding Energies

|  | 3B |  |  |  |  | EE-3B |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | MSE | MUE | RMSE |  | MSE | MUE | RMSE |  |
| BLYP/MG3S | -0.07 | 0.18 | 0.29 |  | -0.02 | 0.03 | 0.05 |  |
| PBE/MG3S | -0.13 | 0.18 | 0.32 |  | -0.08 | 0.08 | 0.11 |  |
| PBE1W/MG3S | -0.14 | 0.17 | 0.32 |  | -0.09 | 0.09 | 0.12 |  |
| B3LYP/MG3S | -0.07 | 0.16 | 0.27 |  | -0.02 | 0.03 | 0.04 |  |
| BLYP/6-31+G(d,p) | -0.06 | 0.17 | 0.27 |  | -0.02 | 0.03 | 0.04 |  |
| PBE/aug-cc-pVTZ | -0.10 | 0.16 | 0.29 |  | -0.07 | 0.07 | 0.09 |  |
| PBE1W/6-311+G(2d,2p) | -0.13 | 0.17 | 0.32 |  | -0.08 | 0.08 | 0.12 |  |
| B3LYP/6-31+G(d,2p) | -0.07 | 0.16 | 0.25 |  | -0.02 | 0.02 | 0.04 |  |
| MP2/aug'-cc-pVTZb | -0.05 | 0.14 | 0.21 |  | -0.01 | 0.01 | 0.01 |  |

a Based on B3LYPM point charges. ${ }^{b}$ aug'-cc-pVTZ denotes the use of the cc-pVTZ basis set on hydrogen and the aug-cc-pVTZ basis set on oxygen.


Figure 1. Geometry of 21-mer used to test EE-PA and EE3B for large clusters.
monomers), the method scales linearly in $N$. The use of a cutoff has particular value if one is interested in using periodic boundary conditions, as it would allow for the study of a large periodic system with highly accurate quantum mechanical methods at a relatively low cost. This further approximation was not made in the present work but is an interesting topic for further study.

Another important issue to emphasize is simplicity. Since essentially all modern electronic structure packages allow calculations in the field of point charges (or the one-electron

Table 4. Errors ( $\mathrm{kcal} / \mathrm{mol}$ ) in $\mathrm{FMO}^{a}$ and $\mathrm{FMO}^{b}{ }^{b}$ Approximations to True Energies for Clusters of $N$ Water Molecules ${ }^{\text {c }}$

|  | $N=16$ | $N=32$ |
| :--- | ---: | :---: |
|  | FMO 2 |  |
| B3LYP/6-31G ${ }^{*}$ | -9.83 | -26.27 |
| B3LYP/6-31++G** | -6.78 | -23.58 |
|  | $\mathrm{FMO3}$ |  |
| B3LYP/6-31G | 0.51 | 1.85 |
| B3LYP/6-31++G |  | 3.12 |

${ }^{\text {a }}$ FMO2 corresponds to the two-body fragment molecular orbital method with one water molecule per fragment. ${ }^{b}$ FMO3 corresponds to the three-body fragment molecular orbital method with one water molecule per fragment. ${ }^{\text {c }}$ All errors are taken from ref 30.
part of the Hamiltonians can be easily modified to allow this), the present EE-PA and EE-3B methods can be carried out by writing a simple script to drive virtually any electronic structure package. Furthermore, if a new variant of correlated WFT becomes available, for example a new coupled cluster approximation, it can immediately be employed for the $n$-mers of the electrostatically embedded many-body series without method-specific programming. An additional benefit is that performing an EE-PA or EE-3B calculation is equivalent to carrying out a full quantum mechanical calculation on the system, unlike combined QM/MM models ${ }^{13,20,22}$ that treat only part of the system quantum mechanically.

Finally we emphasize the linearity of the method. Equations 1-6 are all linear in the energies. Thus if analytic gradients or Hessians are available for the monomers, they are immediately available for the EE-MB energy. For example

$$
\begin{equation*}
\nabla E_{\mathrm{EE}-\mathrm{PA}}=\sum_{i<j}^{N} \nabla E_{i j}-(N-2) \sum_{i}^{N} \nabla E_{i} \tag{7}
\end{equation*}
$$

In contrast to this simplicity, most other fragment-based methods require extra programming or even assumptions to obtain analytic gradients. Fast and accurate gradients are essential for dynamics calculations.

## 4. Summary and Conclusions

We present here a many-body series called the electrostatically embedded many-body expansion that merges the many-
body expansion, as developed extensively by Federov and Kitaura, ${ }^{29,30}$ with the use of prespecified point charges on fragments as also proposed by Jiang et al. ${ }^{43}$ We have implemented it using fixed monomer partial atomic charges for the electrostatic embedding, and we have demonstrated its accuracy for a set of water clusters ranging in size from trimer to 21 -mer. For 8 trimers, 6 tetramers, and a single pentamer, the electrostatically embedded pairwise additive approximation yields a 10 -fold reduction in error as compared to the conventional pairwise additive method, with an average mean unsigned error of approximately $0.21 \mathrm{kcal} /$ mol when the B3LYP/6-31G* monomer Mulliken charges are used. When three-body terms are included with the same set of charges, the average mean unsigned error is only 0.05 $\mathrm{kcal} / \mathrm{mol}$, as compared to $0.17 \mathrm{kcal} / \mathrm{mol}$ if no electrostatic embedding is used, an improvement of more than a factor of 3 . In the case of the $21-\mathrm{mer}$, the EE-PA approximation leads to an error in the total energy of only $2.97 \mathrm{kcal} / \mathrm{mol}$, while the EE-3B approximation gives an error of only 0.38 $\mathrm{kcal} / \mathrm{mol}$ relative to a full MP2/aug'-cc-pVTZ calculation.

While we have only tested the method up to the threebody terms, it is easily generalized to include as many of the $n$-body terms as desired. In the future we hope to apply this method to the calculation of binding energies for much larger clusters and to evaluate possible choices of charge model for other types of molecular clusters.

The MBPAC software package for running EE-PA and EE-3B calculations is available free of charge and can be downloaded at http://comp.chem.umn.edu/mbpac/.
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#### Abstract

The potential energy surfaces of methanol clusters, $\left(\mathrm{CH}_{3} \mathrm{OH}\right)_{n}, n=2-12$, have been studied using density functional theory at the B3LYP/6-31G(d) and higher levels of theory. Cyclic clusters in which $n$ methanol molecules are joined in a ring structure formed by $n$ hydrogen bonds are shown to be more stable than structures of the same number of methanol molecules where one or more methanol molecules are outside the ring and are hydrogen-bonded to oxygens of methanols in rings of $n-1, n-2$, and so forth. So-called chain structures are generally even less stable. Furthermore, the hydrogen-bonding energy per methanol molecule of the $n$-ring clusters is shown to converge to an asymptotic value of about $27 \mathrm{~kJ} / \mathrm{mol}$ at B3LYP/6-311+G-(d,p)//B3LYP/6-31G(d) after five to six methanols are included in the cluster. As expected, there are many minima on the potential energy surfaces of the methanol clusters, the number increasing rapidly with $n$. A cyclic cluster of five to six methanol molecules appears to be sufficient to mimic liquid behavior as far as vibrational frequencies are concerned.


## Introduction

Like water, liquid methanol displays anomalous behavior, including a high boiling point, due to hydrogen bonding. Unlike water, whose bulk properties are entirely governed by hydrogen bonding, methanol has both hydrogen bonding and hydrophobic interactions. The latter are due to the presence of the methyl group, which imposes a constraint on the hydrogen-bonding network in condensed phases.

It is well-known that each oxygen in water is able to act as a donor for two hydrogen bonds and as an acceptor for two hydrogen bonds; therefore, in the solid state, the coordination number of oxygen is four. Liquid water is much less ordered than the solid, but nonetheless, the "structure" and properties are dominated by hydrogen bonding. The oxygen atom in methanol is limited to being a single hydrogen-bond donor. In principle, each oxygen in methanol may be an acceptor for two hydrogen bonds, but it is much more probable that a given oxygen atom will be an acceptor

[^5]for only one hydrogen bond. The latter point is supported by experimental studies of crystalline methanol which clearly show that the methanol molecules are connected by hydrogen bonds to form one-dimensional structures. ${ }^{1,2}$ This simple difference between methanol and water has important consequences for the structure of liquid methanol.

The investigation of the structure of liquid methanol has a long history and remains an active research topic., ${ }^{3,4}$ In his classic treatise, Pauling ${ }^{5}$ proposed that the molecules in liquid methanol form cyclic hexamer structures. Numerous experimental and theoretical studies have been designed to test Pauling's hypothesis. Sarkar and Joarder ${ }^{6}$ have provided support on the basis of an analysis of earlier neutron diffraction ${ }^{7,8}$ and X-ray scattering ${ }^{9,10}$ experiments. Recent resonant soft X-ray emission spectroscopy experiments by Kashtanov et al., ${ }^{11}$ supported by density functional theory (DFT), suggest that liquid methanol consists of combinations of rings and chains of methanol molecules linked with hydrogen bonds and is dominated by hexamers and octamers. Wilson et al. ${ }^{12}$ have used X-ray absorption spectroscopy and DFT-computed spectra to arrive at very similar conclusions. Thus, there appears to be a convergence of conclusions from experimental studies on the structure of liquid methanol.

Additional information on the electronic and thermodynamic properties of liquid methanol has been obtained from a variety of experimental studies. ${ }^{13-19}$

Many theoretical studies of liquid methanol have been reported. The early Monte Carlo work of Jorgensen, ${ }^{20}$ the classical molecular dynamics (MD) simulation of Haughney et al., ${ }^{21}$ and the latest ab initio MD simulations ${ }^{22-24}$ all favor the existence of chains, but there is no agreement on the average chain length. It has been suggested ${ }^{11}$ that MD simulations based on potentials derived from the methanol dimer do not predict ring structures because of significant differences between the polarization in the dimer and larger rings. Potentials that provide a better description of hydrogen bonding in ring structures are required for future MD simulations.

The red-shifted hydroxyl-stretching mode in liquid methanol has been the subject of several studies, ${ }^{25,26}$ including the first ab initio MD simulation of liquid methanol, ${ }^{27}$ while others have attempted to account for thermodynamic properties. ${ }^{28-33}$ Many of the studies have employed hybrid quantum mechanical/molecular mechanical (QM/MM) methods. ${ }^{34,35}$ Despite the many MD and QM/MM studies of liquid methanol, it is surprising that so few studies by conventional electronic structure methods of methanol clusters in the gas phase have been published. The most comprehensive study to date is the work of Mó et al. ${ }^{36}$ on the methanol trimer, in which high-level calculations showed that the most favorable structure is a ring with one methyl group above the ring and two below the ring. Mandado et al. ${ }^{37}$ have studied cooperative effects in the methanol trimer. Vener and Sauer ${ }^{38}$ have reported an MP2 and B3LYP study of two cyclic isomers of the methanol tetramer. B3LYP/6-31+G(d) calculations on clusters as large as the octamer have been reported by Ludwig; ${ }^{39}$ by combining the DFT calculations with a quantum cluster equilibrium model, he concludes that liquid methanol is dominated by cyclic and/or lasso structures. ElShall et al. ${ }^{40}$ have reported Monte Carlo simulations of $\left(\mathrm{CH}_{3} \mathrm{OH}\right)_{n}, n=2-9$, clusters.

Despite the extensive literature on the structures of methanol clusters, only the trimer surface has been explored thoroughly. ${ }^{36}$ For the methanol tetramer, we have located 12 stationary points on the surface corresponding to minima, whereas only two have been reported previously. ${ }^{38}$ In this paper, we use a reliable level of electronic structure theory to study methanol clusters as large as the dodecamer, $\left(\mathrm{CH}_{3} \mathrm{OH}\right)_{12}$. Our goal is to complement earlier work on clusters and to stimulate MD simulations with improved potentials.

## Nomenclature

We have considered various types of clusters.
(i) A cluster of $n$ methanol molecules, $\left(\mathrm{CH}_{3} \mathrm{OH}\right)_{n}$, where all $n$ molecules are joined in a single ring structure with $n$ hydrogen bonds, is termed an $n \mathrm{r}-n$ mer, for example, the methanol 6 r -hexamer or the 6 r -hexamer.
(ii) Systems which contain a ring and branches from that ring, where the branches are $x$ methanol "monomers" hydrogen-bonded to an oxygen in the ring, are called ( $(n-$ $x) \mathrm{r}+x \mathrm{~m})-n m e r$; for example, a hexamer formed from a
tetramer ring with two single methanol branches from the ring is called a $(4 \mathrm{r}+2 \mathrm{~m})$-hexamer.
(iii) We have also studied a few examples in which the branch is two or more methanols in length; that is, the branch is a "dimer", "trimer", and so forth; these are called (( $n-$ $x) \mathrm{r}+x / 2 \mathrm{~d})$ - $n$ mer, and so forth, as in the case of a pentamer formed from a three-membered ring with one dimer branch, (3r $+1 d$ )-pentamer.
(iv) When there is reason to do so for clarification, we have used $u$ and $d$ as a subscript for up and down, respectively, to indicate the direction of the methyl groups relative to the (approximately) planar arrangement of the $\mathrm{O}-\mathrm{H}$ bonds participating in the rings; thus, the lowest-energy trimer ring structure has a $u d u$ arrangement, as noted previously by Mó et al., ${ }^{36}$ and is called the $3 \mathrm{r}_{u d u}$-trimer.
(v) Sometimes, to distinguish between different "isomers", we have had to clarify where the branching occurs, as in $\left(4 \mathrm{r}_{u d d d}+1 \mathrm{~m}_{d 2}\right)$-pentamer. This notation means that the single methanol branch on the four-membered ring of the pentamer occurs at the second "down" methanol in the ring.
(vi) Note also that some structures, in addition to normal H bonds, have a weak interaction between the O of a hydroxyl group and the H of a nearby methyl group. When this occurs, it is indicated, as in the $\left(3 \mathrm{r}+1 \mathrm{~m}_{\mathrm{O}} \cdots \mathrm{HC}\right)$-tetramer. In this structure, the methanol outside the three-membered ring in a sense straddles the ring, via both a normal H bond and the extra weak $\mathrm{O} \cdots \mathrm{HC}$ interaction. The $\mathrm{O} \cdots \mathrm{HC}$ interaction closes a ring; the smallest example was described for the trimer by Mandado et al. ${ }^{37}$
(vii) Finally, we have considered structures where the methanols are H -bonded into chains; these are referred to as $n c$ - $n$ mers, for example, the 6 c -hexamer, and all of these have one or more inter- $\mathrm{O} \cdots \mathrm{HC}$ actions, which are either "tight" as for the trimer $\mathrm{O} \cdots \mathrm{HC}$ ring of Mandado et al. ${ }^{37}$ or "loose" when it is a tetramer that is closed by the $\mathrm{O} \cdots \mathrm{HC}$ interaction.

Clearly, as the value of $n$ increases, the number of "isomers" for an nmer grows enormously; branched chain structures could exist, and so on. We have not attempted to optimize all possible structures for any nmers except the tetramers.

## Computational Methods

All density functional theory calculations reported herein were carried out using the Gaussian 03 suite of programs. ${ }^{41}$ The geometry optimizations on the $\left(\mathrm{CH}_{3} \mathrm{OH}\right)_{n}, n=2-12$, clusters were performed using the B3LYP functional and the $6-31 \mathrm{G}(\mathrm{d})$ basis set. The B3LYP functional is composed of Becke's three-parameter hybrid exchange functional (B3), ${ }^{42,43}$ as implemented in Gaussian 03, ${ }^{44}$ and the correlation functional of Lee, Yang, and Parr (LYP). ${ }^{45}$ Harmonic vibrational frequencies and zero-point vibrational energy (ZPVE) corrections were calculated at the same level of theory. A few additional calculations with larger basis sets were carried out as a check on the effects of basis set truncation. Relative energies were determined by single-point studies with the B3LYP functional and the $6-311+G(d, p)$ basis set, as discussed below.

Table 1. Selected Bond Lengths from Optimized Geometries of Methanol and Methanol Trimer Global Minimum Energy Structures, as Obtained with Various Basis Sets

| level | bond lengths $(\AA)^{\text {a }}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | methanol |  | $3 r_{\text {udu }}$-trimer |  |  |  |
|  | $\mathrm{C}-\mathrm{O}$ | $\mathrm{O}-\mathrm{H}$ | O..0 | $\mathrm{C}-\mathrm{O}$ | $\mathrm{O}-\mathrm{H}$ | $\mathrm{O} \cdots \mathrm{H}$ |
| B3LYP/6-31G | 1.452 | 0.978 | 2.634 | 1.449 | 1.002 | 1.721 |
|  |  |  | 2.641 | 1.447 | 1.002 | 1.736 |
|  |  |  | 2.627 | 1.447 | 1.001 | 1.717 |
|  |  |  | (2.634) | (1.448) | (1.002) | (1.725) |
| B3LYP/6-31G(d) | 1.418 | 0.969 | 2.740 | 1.423 | 0.986 | 1.825 |
|  |  |  | 2.753 | 1.421 | 0.987 | 1.844 |
|  |  |  | 2.741 | 1.421 | 0.986 | 1.829 |
|  |  |  | (2.744) | (1.422) | (0.986) | (1.833) |
| B3LYP/6-31G(d,p) | 1.418 | 0.965 | 2.743 | 1.422 | 0.982 | 1.833 |
|  |  |  | 2.756 | 1.420 | 0.983 | 1.852 |
|  |  |  | 2.745 | 1.421 | 0.982 | 1.836 |
|  |  |  | (2.748) | (1.421) | (0.982) | (1.840) |
| $B 3 L Y P / 6-31+G(d)$ | 1.425 | 0.969 | 2.765 | 1.426 | 0.984 | 1.863 |
|  |  |  | $2.778$ | $1.424$ | 0.984 | 1.886 |
|  |  |  | 2.766 | 1.424 | 0.983 | 1.866 |
|  |  |  | (2.770) | (1.425) | (0.984) | (1.872) |
| B3LYP/6-31+G(d,p) | 1.426 | 0.965 | 2.770 | 1.425 | 0.980 | 1.873 |
|  |  |  | 2.782 | 1.424 | 0.901 | 1.986 |
|  |  |  | $2.771$ | $1.424$ | $0.979$ | $1.876$ |
|  |  |  | (2.774) | (1.424) | (0.953) | (1.912) |
| B3LYP/6-311+G(d,p) ${ }^{\text {b }}$ | 1.424 | 0.961 | 2.765 | 1.424 | 0.976 | 1.876 |
|  |  |  | 2.778 | 1.422 | 0.976 | 1.874 |
|  |  |  | 2.770 | 1.422 | 0.975 | 1.902 |
|  |  |  | (2.771) | (1.423) | (0.976) | (1.884) |
| MP2/6-311+G(d,p) ${ }^{\text {c }}$ | 1.421 | 0.959 | 2.761 | 1.422 | 0.972 | 1.879 |
|  |  |  | 2.776 | 1.421 | 0.972 | 1.896 |
|  |  |  | 2.763 | 1.421 | 0.973 | 1.867 |
|  |  |  | (2.767) | (1.421) | (0.972) | (1.881) |

${ }^{a}$ Average values for the $3 r_{\text {udu }}$-trimer bond lengths are in parentheses. ${ }^{b}$ From Mo et al. ${ }^{36}{ }^{c}$ From Mo et al. ${ }^{36}$ Supporting Information.

## Results and Discussion

## A. Choice of the Computational Method and Basis Set.

 Given that our goal was to study larger clusters than those studied previously, our first objective was to identify an appropriate level of theory. For this purpose, we used the study of the methanol $3 r_{u d u}$-trimer potential energy surface by Mó et al. ${ }^{36}$ as a reference. Our target was a basis set which yields bond lengths that agree to within $0.01 \AA$ with the Mó et al. calculations and intermolecular distances that agree to within $0.05 \AA$. We assumed that the four internuclear distances, $r(\mathrm{O} \cdots \mathrm{O}), r(\mathrm{C}-\mathrm{O}), r(\mathrm{O}-\mathrm{H})$, and $r(\mathrm{O} \cdots \mathrm{H})$, were sufficient comparators for this purpose. Furthermore, our goal was to find a level of theory that yielded dissociation energies that agree to within $5 \mathrm{~kJ} / \mathrm{mol}$ of the Mó et al. calculations for the trimer.Before entering into a detailed discussion of the choice of the computational method and basis set, it should be noted that it would be desirable to use the MP2 method with a fairly large basis set, such as the aug-CC-pVDZ basis set. Unfortunately, with our computational facilities, we cannot get beyond the pentamer with MP2/aug-CC-pVDZ. Given that our goal is to be able to include the dodecamer and to treat all clusters at a uniform level, we were forced to compromise. Methods based on density functional theory
offer the best alternative. It is well-known, however, that DFT methods fail to provide accurate descriptions of weak interactions. Such problems are most severe for dispersionbound systems. But it is also well-established ${ }^{46,47}$ that some of the commonly used functionals provide an adequate description of relatively strong hydrogen-bonded interactions, such as the $\mathrm{O}-\mathrm{H} \cdots \mathrm{O}$ interactions that are present in liquid methanol.

For the purposes of the following discussion, we define the term "dissociation energy" as

$$
D_{0}=n E\left(\mathrm{CH}_{3} \mathrm{OH}\right)-E(n \text { mer }) \quad n=2-12
$$

where the terms $E(n m e r)$ and $E\left(\mathrm{CH}_{3} \mathrm{OH}\right)$ include the corresponding ZPVE (unscaled) but not the basis set superposition error or thermal corrections. (Our aim was to observe trends as the size of the methanol cluster increases, rather than to attain the experimental accuracy sought by Mó et al. for the small trimer system.)

Table 1 lists the key geometrical parameters of the optimized geometries of the $3 \mathrm{r}_{\text {udu }}$-trimer structure obtained with the B3LYP method and the $6-31 \mathrm{G}, 6-31 \mathrm{G}(\mathrm{d}), 6-31 \mathrm{G}(\mathrm{d}, \mathrm{p})$, $6-31+G(d)$, and $6-31+G(d, p)$ basis sets; these are compared with the same parameters obtained by Mó et al., who used

Table 2. Dissociation Energies $\left(D_{0}\right)$ for the Methanol $3 r_{u d u}$-Trimer

| level of theory | methanol |  | $3 r_{u d u}$-trimer |  | $D_{0}$ (kJ/mol) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} E \\ (\mathrm{au}) \end{gathered}$ | ZPVE <br> (au) | $\begin{gathered} E \\ (\mathrm{au}) \end{gathered}$ | ZPVE <br> (au) |  |
| Full Optimization Study |  |  |  |  |  |
| B3LYP/6-31G | -115.679 50 | 0.05107 | -347.086 91 | 0.15986 | 109.6 |
| B3LYP/6-31G(d) | -115.714 41 | 0.05148 | -347.18174 | 0.16099 | 83.9 |
| B3LYP/6-31G(d,p) | -115.723 96 | 0.05141 | -347.209 46 | 0.16046 | 82.3 |
| B3LYP/6-31+G(d) | -115.725 19 | 0.05131 | -347.205 02 | 0.16005 | 61.2 |
| B3LYP/6-31+G(d,p) | -115.734 87 | 0.05123 | -347.232 26 | 0.15942 | 57.6 |
| B3LYP/6-311+G(d,p) | -115.764 94 | 0.05105 | -347.322 09 | 0.15882 | 56.7 |
| single point, B3LYP/6-31G(d) geometry |  |  |  |  |  |
| B3LYP/6-31G(d) | -115.714 41 | 0.05148 | -347.18174 | 0.16099 | 83.9 |
| B3LYP/6-31G(d,p) | -115.723 94 | 0.05148 | -347.209 44 | 0.16099 | 81.6 |
| B3LYP/6-31+G(d) | -115.725 06 | 0.05148 | -347.204 07 | 0.16099 | 58.6 |
| B3LYP/6-31+G(d,p) | -115.734 74 | 0.05148 | -347.231 09 | 0.16099 | 53.4 |
| B3LYP/6-311+G(d,p) | -115.764 78 | 0.05148 | -347.320 46 | 0.16099 | 51.4 |
| Mó, Yáñez and Elguero ${ }^{\text {a }}$ |  |  |  |  |  |
| B3LYP/6-311++G(3df,2p)//6-311+G(d,p) | -115.773 09 | 0.05104 | -347.343 30 | 0.15880 | 48.2 |

[^6] with our data.

B3LYP/6-311+G(d,p) and MP2/6-311+G(d,p) optimized geometries. The B3LYP/6-31G structural parameters agree poorly with the B3LYP/6-311+G(d,p) results. The addition of d-type polarization functions on the heavy atoms eliminates most of the error, while further improvement in the basis set leads to more modest incremental improvements. The B3LYP/6-31G(d) bond lengths for the methanol monomer are within $0.01 \AA$ of the B3LYP/6-311+G(d,p) ones of Mó et al.; for the trimer, $\mathrm{C}-\mathrm{O}$ and $\mathrm{O}-\mathrm{H}$ bonds are similarly within $0.01 \AA$. The intermolecular distances vary to a slightly greater extent: the B3LYP/6-31G(d) calculations yield shorter intermolecular distances, for example, an average $\mathrm{O} \cdots \mathrm{H}$ bond of $1.83 \AA$ compared to the B3LYP/6-311+G(d,p) result of $1.88 \AA$, and an average $\mathrm{O} \cdots \mathrm{O}$ distance of $2.74 \AA$ compared to $2.77 \AA$. In view of these observations and in order to make large clusters accessible with our computational facilities, we conclude that the B3LYP/6-31G(d) optimization of geometries of methanol clusters, which yields parameters within $0.01 \AA$ for bond lengths and $0.05 \AA$ for intermolecular distances, is adequate.

Table 2 lists the dissociation energy obtained for the $3 r_{u d u^{-}}$ trimer global minimum energy structure with each of the various basis sets listed. Given that we have aimed to attain dissociation energies for this trimer that agreed within $5 \mathrm{~kJ} /$ mol with those obtained in the comprehensive study of Mó et al., we have used single-point energies from the B3LYP/ $6-311+G(d, p)$ level of theory, calculated with the B3LYP/ $6-31 G(d)$ geometry and frequency. This yields a stabilization energy of $51.4 \mathrm{~kJ} / \mathrm{mol}$ for the trimer, which compares well with the $48.2 \mathrm{~kJ} / \mathrm{mol}$ obtained by Mó et al. who used a much larger basis set, B3LYP/6-311++G(3df,2p), for their singlepoint study, together with a geometry optimized with B3LYP/6-311+G(d,p). (Note: the Mó et al. paper reports results calculated by including thermal energies, scaled ZPVE, and BSSE corrections; we have recalculated their data without these corrections, so that their results may be directly compared to ours.)
B. Geometries of the $\boldsymbol{n} m e r s$. As noted above, the number of possible "isomers" for an nmer increases rapidly with $n$. To illustrate this, Figure 1 shows the structures of the 12 tetramers, both "top" and "side" views, for which minima (no imaginary frequencies) were found on the B3LYP/6$31 G(d)$ surface. B3LYP/6-311+G(d,p) single-point energies of each of the conformers (including B3LYP/6-31G(d) ZPVE), relative to that of the lowest-energy one, are given in kilojoules per mole. The complete set of structures and geometrical parameters is available as Supporting Information.
C. Dissociation Energies of the Methanol Clusters. In Figure 2 are plotted the dissociation energies [B3LYP/6-311+G(d,p) single-point energies obtained with B3LYP/6-31G(d) geometries and ZPVE] per mole of methanol for the various ( $n=1-12$ ) methanol clusters. The lowest-energy species is plotted for each type of ring for a given $n$ mer. For example, while four 4 r -tetramer structures were found (udud, uudd, uuиd, and иuиu), only the energy for the udud structure appears on the plot. Similarly, the lowest energy of the six ( $3 \mathrm{r}+1 \mathrm{~m}$ )-tetramer structures is given, and so forth. There are many points worth noting.
(1) Clearly there is an increase in the dissociation energy per mole of methanol as the number of methanol molecules in the cluster increases to about six; that is, the larger clusters are more stable than the smaller ones until the cluster reaches about six methanol molecules. At that point, the $D_{0} /$ mole of methanol essentially levels off.
(2) The curve for the largest rings of a given $n$ in Figure 2 is not smooth as $n$ increases. This may be due to the possibility that the lowest-energy ring species was not found in each case. The potential energy surface is very flat for the different conformers of the clusters, as has been noted by Mó et al. for the trimer, ${ }^{36}$ and it is quite possible that, despite many searches in each case, the global minimum energy structure was not found for some of these clusters.


Figure 1. Minimum energy structures for the methanol tetramers. B3LYP/6-311+G(d,p) single-point energies, including B3LYP/ $6-31 \mathrm{G}(\mathrm{d})$ ZPVE, relative to that of the global minimum energy structure are indicated ( $\mathrm{kJ} / \mathrm{mol}$ ).


Figure 2. Dissociation energies of methanol clusters per mole of methanol as a function of the number of methanol molecules, at the B3LYP/6-311+G(d,p)//6-31G(d) level with B3LYP/6-31G(d) ZPVE included.

Another explanation may be the fact that the energies were obtained with a larger basis set than the geometries and ZPVE. When B3LYP/6-31g(d) energies from optimized geometries and ZPVE are used, the curve is somewhat


Figure 3. Dissociation energies of methanol clusters per mole of methanol as a function of the number of methanol molecules, at the B3LYP/6-31G(d) level with ZPVE corrections included.
smoother (Figure 3). A third possibility is that the fluctuations may be real and may reflect, for example, that the 6 r hexamer, as predicted long ago by Pauling, ${ }^{5}$ is the most stable cyclic methanol cluster.

Table 3. Dissociation Energy of Pentamer Clusters per Mole of Pentamer and per Mole of Methanol at B3LYP/6-311+G(d,p)//B3LYP/6-31G(d)

|  | cluster | $\begin{gathered} E \\ a u \end{gathered}$ | $\begin{gathered} \text { ZPVE } \\ \text { au } \end{gathered}$ | $\Delta E$ confa $\mathrm{kJ} / \mathrm{mol}$ | $\begin{gathered} D_{0} \\ \mathrm{~kJ} / \mathrm{mol} \end{gathered}$ | $\begin{aligned} & D_{0} / \text { mole } \\ & \mathrm{CH}_{3} \mathrm{OH} \\ & \mathrm{~kJ} / \mathrm{mol} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $5 r_{\text {ududu-pentamer "planar" }}$ | -578.885 23 | 0.26826 | 0 | 132 | 26 |
| 2 | $5 r_{\text {uиuи }}$-pentamer | -578.884 88 | 0.26815 | 0.91 | 132 | 26 |
| 3 | $5 r_{\text {ududu-pentamer "envelope" }}$ | -578.883 39 | 0.26897 | 4.83 | 126 | 25 |
| 4 | $\left(4 r_{\text {udud }}+1 \mathrm{~m}\right)$-pentamer | -578.879 86 | 0.26928 | 14.10 | 116 | 23 |
| 5 | ( $4 \mathrm{r}_{\text {udud }}+1 \mathrm{~m}_{0} \cdot \cdot \mathrm{HC}$ )-pentamer | -578.879 31 | 0.26920 | 15.54 | 114 | 23 |
| 6 | $\left(4 r_{u d d d}+1 m_{u}\right)$-pentamer | -578.877 50 | 0.26845 | 20.30 | 112 | 22 |
| 7 | $\left(4 r_{\text {uudd }}+1 \mathrm{~m}\right)$-pentamer | -578.877 44 | 0.26855 | 20.46 | 111 | 22 |
| 8 | $\left(4 r_{\text {uddd }}+1 \mathrm{~m}_{\text {d2 }}\right)$-pentamer | -578.877 38 | 0.26827 | 20.60 | 112 | 22 |
| 9 | $\left(4 r_{\text {uddd }}+1 m_{\text {d3 }}\right)$-pentamer | -578.876 86 | 0.26855 | 21.97 | 110 | 22 |
| 10 | $\left(4 r_{\text {иши }}+1 \mathrm{~m}\right)$-pentamer | -578.874 72 | 0.26840 | 27.58 | 105 | 21 |
| 11 | (3r ${ }_{\text {udu }}+1 \mathrm{dd}$ )-pentamer | -578.870 75 | 0.26878 | 38.00 | 93 | 19 |
| 12 | 5c-pentamer (loose) | -578.870 29 | 0.26781 | 39.22 | 94 | 19 |
| 13 | 5c-pentamer (tight) | -578.869 58 | 0.26790 | 41.08 | 92 | 18 |
| 14 | $\left(3 r_{u d u}+2 m\right)$-pentamer | -578.865 73 | 0.26801 | 51.19 | 82 | 16 |

${ }^{a} \Delta E$ conf $=(E+\text { ZPVE })_{\text {conformer }}-(E+\text { ZPVE })_{\text {minimum_energy_structure }}$ in $\mathrm{kJ} / \mathrm{mol}$.
(3) Both Figures 2 and 3 indicate that the maximum dissociation energy per mole of methanol for a cluster of $n$ methanol molecules is obtained when the clusters contain all $n$ molecules in a single ring. This is not surprising, because the $n$-ring clusters have the greatest opportunity for H bonding, with each methanol molecule acting as both donor and acceptor, hence, $n$ donors and $n$ acceptors. For example, consider the data in Table 3, which lists the $D_{0}$ for various pentamer clusters. Three different 5r-pentamer structures with zero imaginary frequencies were located; the "planar" one, in which the hydroxyl groups are approximately in a plane with the methyl groups alternating up and down, $u d u d u$, is the lowest-energy structure found. The three 5 rpentamer structures have $D_{0}$ in the vicinity of $126-132 \mathrm{~kJ} /$ mol of pentamer ( $25-26 \mathrm{~kJ} / \mathrm{mol}$ of methanol). With smaller ring structures, the dissociation energies are progressively lower. The $(4 \mathrm{r}+1 \mathrm{~m})$-pentamer structures have $D_{0}$ ranging from 105 to $116 \mathrm{~kJ} / \mathrm{mol}$ of pentamer $(21-23 \mathrm{~kJ} / \mathrm{mol}$ of methanol); in this case, there are $n$ donors but only $n-1$ acceptor H bonds. The $(3 \mathrm{r}+1 \mathrm{~d})$-pentamer has $D_{0}$ equal to $93 \mathrm{~kJ} / \mathrm{mol}$ of pentamer ( $19 \mathrm{~kJ} / \mathrm{mol}$ of methanol), while the $(3 \mathrm{r}+2 \mathrm{~m})$-pentamer structure has a $D_{0}$ of $82 \mathrm{~kJ} / \mathrm{mol}$ of pentamer ( $16 \mathrm{~kJ} / \mathrm{mol}$ of methanol). The pentamer chain has $D_{0}$ equal to $92-94 \mathrm{~kJ} / \mathrm{mol}$ of pentamer $(18-19 \mathrm{~kJ} / \mathrm{mol}$ of methanol). Similar trends were noted for all other clusters.
4. The data illustrated in Figure 2, which are based on B3LYP/-311+G(d,p) single-point energies, show that the dissociation energies per mole of methanol for the $n$ mers converge to a value of about $27 \mathrm{~kJ} / \mathrm{mol}$ of methanol. [In Figure 3, the energies converge to about $40 \mathrm{~kJ} / \mathrm{mol}$ for the B3LYP/6-31G(d) energies. A major effect of the larger basis set is to lower the calculated dissociation energies, as is also evident from the basis set study shown in Table 2.]
5. The "loose" chain structures are more stable than trimer ring structures, which have strain. For example, for the pentamers, the loose 5 c -pentamer has a higher $D_{0}$ than both the $(3 r+2 \mathrm{~m})$-pentamer and the $(3 \mathrm{r}+1 \mathrm{~d})$-pentamer.
6. As $n$ increases, the difference in $D_{0}$ per mole of methanol between the lowest-energy ring structure for a


Figure 4. Difference in dissociation energies in $\mathrm{kJ} / \mathrm{mol}$ of methanol [B3LYP/6-311+G(d,p)//B3LYP/6-31G(d)] between ring structures as a function of the number of methanols in the cluster.
given $n$ and the lowest-energy chain structure initially increases to a maximum at $n=6$ then decreases steadily, as illustrated in Figure 4. Thus, the 6r-hexamer is substantially more stable than the 6 c -hexamer, but beyond that, the $D_{0}$ per mole of methanol for the chain structures appears to be approaching those of the ring structures.
D. Vibrational Frequency Shifts. Figure 5 is a plot of the average $\mathrm{O}-\mathrm{H}$ vibrational frequency as a function of the number of methanols in the ring structures. (Average values were used, because the ners have $n \mathrm{O}-\mathrm{H}$ stretching absorptions.) It is well-known that gaseous methanol has a higher vibrational frequency for the $\mathrm{O}-\mathrm{H}$ stretch than liquid methanol. ${ }^{47}$ Clearly, even with the small basis set used in this study $[6-31 \mathrm{G}(\mathrm{d})]$, the $\mathrm{O}-\mathrm{H}$ vibrational frequency drops as the number of methanols in the cluster increases. The minimum frequency is essentially attained when there are five methanols in the ring, which provides further evidence to support the suggestion that five or six hydrogen-bonded methanols are sufficient to mimic liquid behavior.

Another observation from the $\mathrm{O}-\mathrm{H}$ stretch frequency data is that stretches associated with methanols that are outside the ring have higher frequencies than those within the ring.


Figure 5. Average $\mathrm{B} 3 \mathrm{LYP} / 6-31 \mathrm{G}(\mathrm{d}) \mathrm{O}-\mathrm{H}$ vibrational frequencies $\left(\mathrm{cm}^{-1}\right)$ for the methanol ring clusters as a function of $n$, compared to the experimental values in the gas and liquid ${ }^{46}$ phases.


Figure 6. $\mathrm{O}-\mathrm{H}$ stretching frequencies for three of the pentamer clusters as a function of the number of methanols within the ring. The structures are the lowest-energy ones in each of the respective groups, that is, the $\left(3 r_{u d u}+2 m\right)$ pentamer, $\left(4 r_{\text {udud }}+1 \mathrm{~m}\right)$-pentamer, and $5 r_{\text {ududu }}$-pentamer species.

Figure 6 shows the $\mathrm{O}-\mathrm{H}$ stretching frequencies as a function of the number of methanol molecules within a ring for three pentamer clusters (the $5 \mathrm{r}_{\text {ududu }}$-pentamer, the $\left(4 \mathrm{r}_{u d u d}+1 \mathrm{~m}\right)$ pentamer, and the $\left(3 r_{u d u}+2 \mathrm{~m}\right)$-pentamer). In each case, the stretch associated with the methanol(s) with only donor H bonds has a significantly higher stretching frequency.

## Conclusions

The potential energy surfaces of methanol clusters are very flat. Our computational study of a series of $\left(\mathrm{CH}_{3} \mathrm{OH}\right)_{n}$ clusters, where $n=2-12$ methanol molecules, indicates that there are increasing numbers of minimum energy structures (no imaginary vibrational frequencies) as $n$ increases. Furthermore, our study suggests that the dissociation energy per mole of methanol increases as $n$ increases, up to about five to six methanols. Beyond that, the $D_{0} /$ mole of methanol remains approximately constant at about $27 \mathrm{~kJ} / \mathrm{mol}$ for B3LYP/6-311+G(d,p)//B3LYP/6-31G(d) energies, though this value is likely to be lower at a higher level of theory. Ring clusters of $n$ molecules are more stable than branchedring and chain ones; however, the difference in $D_{0} /$ mole of methanol between ring and chain structures decreases as the value of $n$ increases beyond six methanol molecules. On the basis of the results shown in Figures 2 and 3, it would appear that pentamer or hexamer structures approximate the bulk liquid behavior. This is supported by the results of $\mathrm{O}-\mathrm{H}$
vibrational energies (Figure 5). It would be interesting to know if a significantly higher level of theory would yield the same value, that is, that five to six methanol molecules in a cluster is sufficient to mimic liquid behavior.
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#### Abstract

In this work, we present a quantum-mechanical study of the optical rotation (OR) of model systems representing glucose prototypes with one and two chiral centers. The ONIOM method is used to evaluate the property and to analyze its local or global character. Different ONIOM partitions are tested and compared to better appreciate differences and similarities between mono- and bichiral prototypes. The local versus global character of OR is investigated and compared to other properties such as energies and nuclear magnetic shieldings, which have been deeply studied in previous applications of the ONIOM method.


## 1. Introduction

Optical rotation (OR) plays a significant role in carbohydrate research. Both the high number of chiral centers present in these compounds and the relative ease of experimentally obtaining the OR values have been important factors. While in the sugar industry the OR facilitates an efficient way to measure concentrations, the scientific community has especially employed the relationship between OR and the compound's structure. ${ }^{1-10}$

However, the development of theoretical [and especially quantum-mechanical ( QM )] methods for the prediction of OR, from which carbohydrate research could greatly benefit, is quite difficult for different reasons. First of all, we have to consider the difficulty involved in the QM calculation of the optical rotation. Only in recent years have advances in the field of theoretical chemistry led to the development of new computational approaches for calculating OR at different levels of accuracy, including methods such as the HartreeFock (HF), ${ }^{11}$ density functional theory, ${ }^{12}$ and coupled cluster. ${ }^{13}$ This development of the theoretical background has been followed by a large number of papers using theoretical approaches, ${ }^{14-19}$ possibly including the effect of the solvent, ${ }^{20,21}$ to elucidate the factors that determine OR.

Generally, these studies have been limited to chiral systems with a single chiral center. Saccharides, on the contrary, are

[^7]systems with many chiral centers, and therefore, the complexity of the calculations is largely amplified. Additionally, such chiral centers can occur in different geometrical arrangements because saccharides present many conformations: all of these aspects make the calculation of OR for saccharides very difficult but, at the same time, a challenging test for QM approaches. Recently, we have presented a study on OR of glucose in aqueous solution showing that, indeed, QM methods can be reliably applied to the study of these kinds of systems (even including the effect of the solvent). ${ }^{22}$ Obviously, the extension to other saccharides (and especially oligosaccharides) is not straightforward. While a reliable conformational analysis is still possible using either less accurate QM approaches ${ }^{23}$ or molecular mechanics, ${ }^{24}$ the calculation of OR necessarily requires an extended QM description, and thus it becomes computationally quite demanding.
One possible approach to make accurate calculations on such kinds of systems feasible is the use of hybrid or layered methods. These methods partition the system into regions, each of them treated with a different level of accuracy. The justification for this approach is that the various parts of the system contribute to the property we are interested in, in different ways, and therefore they require different computational levels. A powerful version of this kind of approach is the ONIOM (our own n-layered integrated molecular orbital) method. ${ }^{25}$ Over the years, ONIOM has been used to predict energies and geometries of a large number of
chemical systems, ${ }^{26}$ also involving solvent effects. ${ }^{27}$ In addition, it has been successfully applied in the prediction of various molecular properties such as nuclear magnetic resonance (NMR) shieldings. ${ }^{28}$

These previous studies suggest that ONIOM works well if the properties to be calculated are principally determined locally, that is, by a small part of a large system, with some corrections from the rest of the system. However, when the property is global, that is, the whole system largely contributes to its final value, ONIOM can still be used but in a different way. In these cases, only relative values can be reliably obtained, such as, for example, energy differences among different conformers or activation free energies.

Motivated by these results, an ONIOM procedure has been tried here to investigate two different but related aspects of optical rotation, one concerning its nature and the other its calculation. In particular, for the first time, the character of OR as a global or a local property is analyzed, and ONIOM is tested as a potential method to simulate OR in saccharidelike systems. If this would be the case in fact, it could represent an extremely useful tool to validate the structures selected by sampling potential energy surfaces.

The general ONIOM strategy, however, requires reconsideration in some aspects when applied to the calculation of OR in saccharide-like systems. In fact, because of the presence of multiple chiral centers, the preliminary identification of the part of the system which most contributes to the property required by any layered approach is not only not univocal but also questionable. In the following sections, the optical rotation of model systems representing glucose prototypes with one and two chiral centers are thus introduced, and different ONIOM partitions are tested and compared to better appreciate differences and similarities between the two classes of prototypes.

The paper is organized as follows: In section 2, we define the monochiral and bichiral prototypes studied and the ONIOM partition used, while in section 3, the calibration of the ONIOM method is performed in order to define the proper high and low levels of calculations. In section 4, the chosen ONIOM partitions and levels are applied to the calculation of the OR of the mono- and bichiral systems and the results compared with the high-level benchmarks. In section 5, two further ONIOM calculations of energy differences about the $\alpha$ and $\beta$ anomers and NMR nuclear shieldings are presented and compared with the previous ones on OR to rationalize the results in terms of global and local character of the property. Finally, in section 6, some conclusive comments are reported.

## 2. The Definition of the Chiral Systems

In this study, we introduce simplified monosaccharide model systems, derived from glucose but with just one or two adjacent chiral centers; in the following, we shall refer to these systems as prototypes. By studying these simplified systems in which we have eliminated any conformational freedom (each prototype is considered as a rigid system) and reduced the number of chiral centers, we can simplify the analysis but still keep the same main structural and electronic aspects of the real systems.


Figure 1. Glucose anomeric prototypes used in this work. The chiral centers are indicated by an asterisk. The hydrogenbond distances are reported for the $\alpha$ and $\beta$ C1C2 bicenter chiral prototypes.


Figure 2. Scheme of the ONIOM partitions adopted to describe the OR in systems with just one chiral center.

Two sets of prototypes have been built starting from the two most abundant conformers of glucose in aqueous solution, one for the $\alpha$ anomer and one for the $\beta$ anomer. These structures correspond to the GT conformation of the hydroxyl methyl group of each anomer of glucose. The geometries of the two conformers have been presented in a previous work on the OR. ${ }^{22}$

From both structures, three monocenter and two bicenter chiral systems are obtained by replacing the hydroxymethyl and all of the hydroxyl groups, except one (monocenter) or two (bicenter), with hydrogen atoms. The structures of the different prototypes we have thus obtained are reported in Figure 1. We note that among all possible structures which can be obtained from glucose we have selected those that keep the chiral center on the anomeric carbon (indicated as C 1 ) and/or on its vicinal carbon (C2) and/or on its opposite carbon (C4). This choice has been dictated by the fact that, here, we are interested in analyzing the local character of the OR and thus starting from the main chiral center (the anomeric carbon); C 2 and C 4 represent the two extremes (the closest and farthest).

In Figures 2 and 3, the ONIOM two-layer partition adopted in this work is presented, but for simplicity's sake, only for the $\beta$ anomers. Figure 2 shows the ONIOM partitions adopted for the monochiral prototypes, while Figure 3 shows those for the bichiral ones. The ball-and-stick representation


Figure 3. Scheme of the ONIOM partitions adopted to describe the OR in systems with two different chiral centers. In all systems, only one chiral center (*) is present in the HM layer.
regards the part of the system which is described at the high level and is usually indicated as the high-model (HM) layer in the ONIOM framework. All the link atoms, that is, the atoms that are bounded to the model to complete their valence when a bond is broken, are hydrogen atoms.

As can be seen from Figure 2, the HM layer has been chosen to include the proper chiral center of the monocenter chiral prototypes of Figure 1. We note that, for the C4 prototype, two different HMs are possible, one including the two carbons on the left of the chiral C 4 and the other including one carbon and the oxygen on the right of C 4 ; in the following analysis, we shall consider only the latter one because only this preserves the ring oxygen atom in the HM layer as the other C 1 and C2 HM layers. The ring oxygen is in fact of fundamental importance in defining the nature of the sugarlike systems because it belongs to the moiety responsible for the anomeric effect.

The four structures of Figure 3 correspond to ONIOM calculations for the bichiral systems reported in Figure 1. They refer to ONIOM calculations where just one of the two chiral centers (that indicated in Figure 3 by an asterisk) present in the whole system is preserved in the HM layer. As already noted for C 4 , for C 2 , we can also define in principle two different HMs. Once again, we only consider that preserving the ring oxygen atom. We also note that both bichiral systems C1C2 and C1C4 present the same C1 HM layer; thus, in the Figure 3 and in the following analysis, we will use two labels, $\mathrm{X}-\mathrm{C} 1(\mathrm{C} 1 \mathrm{C} 2)$ and $\mathrm{X}-\mathrm{C} 1(\mathrm{C} 1 \mathrm{C} 4)$, to indicate such a layer in C 1 C 2 and C 1 C 4 systems, respectively.

## 3. Calibrating the Model

3.1. The QM Calculation of OR. The quantum-mechanical foundations of optical rotation are due to Rosenfeld, ${ }^{29}$ who demonstrated that the electric dipole moment of a chiral molecule induced by a frequency-dependent electromagnetic field may be written as

$$
\begin{equation*}
\mu_{a}=\sum_{b}\left(\alpha_{a b} E_{b}-\beta_{a b} \frac{\partial B_{b}}{c \partial t}\right) \tag{1}
\end{equation*}
$$

where $E$ and $B$ represent the applied, time-dependent electric and magnetic field vectors and the $\alpha$ tensor denotes the usual molecular dipole polarizability. The key quantity introduced by Rosenfeld is the electric dipole-magnetic dipole polarizability $\beta$; it is in fact its isotropic value which determines the OR of a chiral molecule.

From eq 1, it follows that, as the dipole $\mu$ and the polarizability $\alpha$ of the molecule can be properly defined in an ONIOM scheme, ${ }^{22 \mathrm{~d}}$ it is also possible to define an ONIOM $\beta$ as

$$
\begin{equation*}
\beta^{\mathrm{ONIOM}}=\beta^{\mathrm{LR}}+\beta^{\mathrm{HM}}-\beta^{\mathrm{LM}} \tag{2}
\end{equation*}
$$

where a two-layer ONIOM has been used.
From a computational point of view, the calculation of each $\beta^{\text {level,system }}$ in eq 2 can be obtained, at least for variational wave functions in the limit of a static field, in terms of electric and magnetic field derivatives of the ground-state electronic wave function, ${ }^{30}$ namely

$$
\begin{equation*}
\beta_{a b}=\frac{h c}{3 \pi} \operatorname{Im}\left\langle\left.\frac{\partial \Psi}{\partial E_{a}} \right\rvert\, \frac{\partial \Psi}{\partial B_{b}}\right\rangle \tag{3}
\end{equation*}
$$

The derivatives of the ground-state electronic wave function, $\partial \Psi / \partial E$ and $\partial \Psi / \partial B$, are calculated using analytical derivative methods and field-dependent atomic orbitals, in particular, gauge-invariant (or including) atomic orbitals (also referred to as London orbitals). ${ }^{31}$ This procedure has been generalized to the frequency-dependent case ${ }^{32}$ by extending the analytical derivative method to its time-dependent analogue. ${ }^{12,13}$

As a matter of fact, in the following, the optical rotation will be analyzed in terms of the specific rotation $[\alpha]_{D}$ instead of the isotropic electric dipole-magnetic dipole polarizability $\beta$; their simple relation is given by

$$
\begin{equation*}
[\alpha]_{v}=13.43 \times 10^{-5} \frac{\beta \bar{v}^{2}}{M} \tag{4}
\end{equation*}
$$

with $\beta$ in atomic units, the molar mass $M$ in grams per mole, and $\bar{v}$ (the wavenumber where optical rotation is measured) in centimeters ${ }^{-1}$.
3.2. The Benchmarks and the Choice of the High Level. Taking into account the studies performed by Stephens et al. ${ }^{12}$ where the effects of considering different levels of QM descriptions were deeply investigated, the first reasonable choice to calculate the optical rotation for the glucose prototypes studied in this paper is to adopt the B3LYP density functional approach with the aug-cc-pVDZ basis set. An important characteristic of the correlated consisted (cc) group of basis is the ability to generate a sequence of basis sets which converges toward the basis set limit. However, small basis sets (that are needed in the low-level ONIOM layer) belonging to this family of bases are not available, and thus the use of ONIOM becomes useless if two timedemanding calculations must be done in both layers.

Therefore, it is mandatory to introduce, for the low level, another kind of basis set not belonging to the cc groups of basis. For this reason, it is interesting to test an alternative to the aug-cc-pVDZ for the high level, which is more coherent with the type of the basis set to be adopted for the low level. Still following the analysis by Stephens et al., we see that a valid alternative is represented by the split valence $6-311++G(2 d, 2 p)$ basis set.

This basis sets, however, is quite large, and thus, in the view of future applications of the method to real mono- and disaccharides, we have tried to find a substitute which could correctly reproduce the behavior of the larger basis set but


Figure 4. $[\alpha]_{D}^{20}$ values $\left\{\right.$ in degrees $\left./\left[\mathrm{dm}\left(\mathrm{g} / \mathrm{cm}^{3}\right)\right]\right\}$ for 10 prototypes of glucose, at the B3LYP level, in the gas phase obtained with three different basis sets.
at a much lower computational cost. The selected basis set is the $6-31++G(d, p)$. We note that also in this second set we have maintained the presence of diffuse functions on both heavy and hydrogen atoms, as required to correctly describe the OR property.

The results obtained for the 10 prototypes with these three basis sets are reported in Figure 4. A local version of Gaussian 03 computational code ${ }^{33}$ has been used for all the calculations.

Looking at data reported in Figure 4, it can be seen that the three basis sets give very similar OR values, with a single exception for $\alpha-\mathrm{C} 2$, for which the $6-31++G(\mathrm{~d}, \mathrm{p})$ gives an OR value $30 \%$ higher than aug-cc-pVDZ.

Following this analysis, we have fixed the high-layer level of the next ONIOM calculations to B3LYP/6-31++G(d,p).

## 3.3. $S$ Test for Monochiral Systems: The Choice of the

 Low Level. A systematic procedure to test the reliability of the level/model combination in ONIOM has been devised using the monochiral systems. The descriptions tested are $\mathrm{HF} / 3-21 \mathrm{G}, \mathrm{HF} / 3-21+\mathrm{G}$, and B3LYP/3-21+G. All of the calculations performed did not involve any reoptimization of the geometries.In the present application of the ONIOM method, $[\alpha]_{D}^{20}$ (high,real) is the target (or benchmark) calculation that $[\alpha]_{\mathrm{D}}^{20}(\mathrm{ONIOM})$ is trying to reach. Let us define the $S$ value at a given level as

$$
\begin{equation*}
S(\text { level })=[\alpha]_{\mathrm{D}}^{20}(\text { level,real })-[\alpha]_{\mathrm{D}}^{20}(\text { level,model }) \tag{5}
\end{equation*}
$$

The $S$ value, $S$ (level), is the difference between the real and the model system, or the effect of the substituent (second layer) evaluated at a given level. It is obvious that if $S$ (low) $\rightarrow S($ high $)$, then $[\alpha]_{\mathrm{D}}^{20}$ (ONIOM) $\rightarrow[\alpha]_{\mathrm{D}}^{20}$ (high,real). Namely, if the $S$ value evaluated at the low level is the same as that at the high level, the ONIOM property is the same as the target property; that is, the error of the ONIOM extrapolation, $[\alpha]_{\mathrm{D}}^{20}(\mathrm{ONIOM})-[\alpha]_{\mathrm{D}}^{20}$ (high,real), is zero.


Figure 5. $\Delta S$ values for $\mathrm{ONIOM}(\mathrm{B} 3 L Y P / 6-31++\mathrm{G}(\mathrm{d}, \mathrm{p}): \mathrm{X})$ $[\alpha]_{D}^{20}\left\{\right.$ in degrees $\left./\left[\mathrm{dm}\left(\mathrm{g} / \mathrm{cm}^{3}\right)\right]\right\}$ for the monocenter prototypes. Striped and full columns refer to $\alpha$ and $\beta$ anomers, respectively.

Taking into account these considerations, we prefer to visualize the results in terms of the $\Delta S=S$ (low) $-S$ (high) values, namely

$$
\begin{gather*}
\Delta S=S(\text { low })-S(\text { high })=(\mathrm{LR}-\mathrm{LM})-(\mathrm{HR}-\mathrm{HM}) \\
=\mathrm{LR}-\mathrm{LM}-\mathrm{HR}+\mathrm{HM}=(\mathrm{LR}+\mathrm{HM}-\mathrm{LM})-\mathrm{HR}_{6} \tag{6}
\end{gather*}
$$

where the quantity between the parentheses is exactly the integrated ONIOM property. In other words, the $\Delta S$ value is a straightforward and quantitative measurement of how much each OR ONIOM value is close to the respective benchmark. These quantities are reported in the graphs in Figures 5.

From Figure 5, it appears that the effects of the description of the low level (both the method and the basis set) are dependent on the conformation. ${ }^{34}$ For example, the $\Delta S$ values when passing from $\mathrm{HF} / 3-21 \mathrm{G}$ to $\mathrm{HF} / 3-21+\mathrm{G}$ increase for $\alpha \mathrm{C} 1$ and decrease for $\beta \mathrm{C} 1$, while the opposite trend is found passing from $\mathrm{HF} / 3-21+\mathrm{G}$ to B3LYP/3-21+G. On the average, however, the B3LYP/6-31++G(d,p):B3LYP/3-21+G ONIOM combination significantly differs from the others giving small $\Delta S$ values for all prototypes.

Table 1. B3LYP/6-31++G(d,p) $[\alpha]_{D}^{20}$ Values $\{$ in degrees/ [dm(g/cm $\left.\left.\left.{ }^{3}\right)\right]\right\}$ for All Prototypes

| prototype | OR | prototype | OR |
| :--- | :---: | :---: | :---: |
| Monochiral |  |  |  |
| $\alpha-$ C1 | 170.53 | $\beta-\mathrm{C} 1$ | -74.02 |
| $\alpha-\mathrm{C} 2$ | 46.87 | $\beta-\mathrm{C} 2$ | 55.53 |
| $\alpha-\mathrm{C} 4$ | 59.86 | $\beta$-C4 | 64.9 |
| Bichiral |  |  |  |
| $\alpha-\mathrm{C} 1 \mathrm{C} 2$ | 183.09 | $\beta$-C1C2 | -56.44 |
| $\alpha-\mathrm{C} 1 \mathrm{C} 4$ | 176.47 | $\beta$-C1C4 | -8.66 |

Table 2. $\mathrm{ONIOM}(\mathrm{B} 3 \mathrm{LYP} / 6-31++\mathrm{G}(\mathrm{d}, \mathrm{p}): \mathrm{B} 3 \mathrm{LYP} / 3-21+\mathrm{G})$ $[\alpha]_{D}^{20}$ Values $\left\{\right.$ in degrees/[dm $\left.\left.\left(\mathrm{g} / \mathrm{cm}^{3}\right)\right]\right\}$ for the Different ONIOM Partitions Reported in Figure 2

|  | OR (degrees/[dm $\left.\left.\left(\mathrm{g} / \mathrm{cm}^{3}\right)\right]\right)$ |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
|  | LR | HM | LM | ONIOM |
| $\alpha$-C1 | 149.86 | 154.62 | 134.49 | 169.98 |
| $\alpha-\mathrm{C} 2$ | 45.13 | 17.61 | 9.23 | 53.50 |
| $\alpha-\mathrm{C} 4$ | 69.11 | 39.70 | 53.49 | 55.32 |
| $\beta$-C1 | -72.19 | -86.24 | -78.66 | -79.77 |
| $\beta$-C2 | 79.65 | 24.60 | 47.60 | 56.65 |
| $\beta$-C4 | 74.11 | 47.56 | 54.67 | 67.00 |

It can thus be assumed that such a combination is the most suited for an ONIOM description of the present systems, and from now on, it will be the only one used.

## 4. The ONIOM Analysis

In this section, we report the analysis of the results in three sections, one referring to the high-level (or benchmark) calculations and two to the ONIOM calculations for OR of mono- and bichiral prototypes, respectively.
4.1. OR Benchmark. All of the OR $\left([\alpha]_{D}^{20}\right)$ benchmark values obtained for all of the prototypes are reported in Table 1.

A first aspect to be underlined is the different behavior of OR in $\alpha$ and $\beta$ prototypes. In the $\alpha$ series, the OR values are all positive, with $\alpha-\mathrm{C} 2$ and $\alpha-\mathrm{C} 4$ presenting smaller values. On the contrary, in the $\beta$ series, both positive and negative values are found. We note, however, that despite this different behavior, in both series, the monochiral C 1 system presents OR values very close to those of the bichiral system C1C2, principally for the $\alpha$ conformers. One possible interpretation of this fact is that the chiral centers do not equally contribute to the net chiral behavior, but instead the C1 center plays the major role, because, even when the chirality of C 2 is eliminated by saturation, the monochiral C1 prototype presents an OR value very close to that presented by the C 1 C 2 bichiral system. Complimentarily, when the chirality of C 1 is eliminated, the results obtained for the OR of the monochiral C2 prototype are not comparable to the corresponding bichiral values.

This analysis can be applied also to C1C4 bichiral. In this case, the chiral centers are away from each other, and thus we can expect that the elimination of one chiral center (to build the corresponding monochiral prototype) should not largely affect the other chiral center. In this case, we should


Figure 6. Differences $(\mathrm{HR}-\mathrm{HM})$ and ( $\mathrm{LR}-\mathrm{LM}$ ) and $\Delta S$ values $\left\{\right.$ in degrees $\left./\left[\mathrm{dm}\left(\mathrm{g} / \mathrm{cm}^{3}\right)\right]\right\}$ for the different ONIOM partitions of the monochiral systems.
more easily find if one of the two centers is dominant or if, instead, both of them similarly contribute to the OR. For $\alpha$ conformers, it appears that C 1 plays the dominant role. In fact, the C 1 monochiral prototype practically has the same OR value as the bichiral C1C4 system, in both phases. By contrast, in the $\beta$ conformer, the chirality of both centers seems to be additive, because the bichiral C1C4 OR value is approximately reproduced by the sum of the values found for each monochiral prototype.

It is important to recall that the $\alpha$ and $\beta \mathrm{C} 4$ monochiral systems have very similar OR values because the anomerism has been eliminated. The only differences are due to small geometric changes.
4.2. The Monochiral Prototypes. In Table 2, we report the ONIOM OR values for the four different monochiral systems C1, C2, and C4 (see Figure 2).

From the comparison of the results reported in Tables 1 and 2, it appears that the ONIOM method can be reliably used to compute the OR property for monochiral systems once the high/low combination is accurately defined on the basis of the $S$ test (see section 2.2). For all systems, the difference between ONIOM and benchmark values is always below $6^{\circ} /\left[\mathrm{dm}\left(\mathrm{g} / \mathrm{cm}^{3}\right)\right]$.

These results seem to suggest that OR behaves as a local property for these monochiral systems: one could observe that this is indeed a straightforward result as only one chiral center is present. This conclusion, however, is not correct as locality is not automatically determined by monochirality. Also, in the presence of a single chiral center, in fact, the OR can significantly depend on the structural and electronic properties of the whole molecule.

To verify if the good results obtained with ONIOM really imply a local character of the property or, instead, are due to a fortuitous cancellation of errors, we introduce here a further analysis.

In Figure 6, we report the $\Delta S$ value defined in eq 6 together with the differences between the real and the model systems (both at a low and at a high level of calculations).

The local character of OR is directly evaluated in terms of the difference between HR and HM descriptions. If the part of the system introduced in the model layer contains the whole effect responsible for the property, such a

Table 3. $\mathrm{ONIOM}(\mathrm{B} 3 \mathrm{LYP} / 6-31++\mathrm{G}(\mathrm{d}, \mathrm{p})$ :B3LYP/3-21+G) $[\alpha]_{D}^{20}$ and $\Delta S$ Values \{in degrees/[dm $\left.\left.\left(\mathrm{g} / \mathrm{cm}^{3}\right)\right]\right\}$ for the Different Partitions of the Bichiral System (see Figure 3)

|  | LR | HM | LM | ONIOM | $\Delta S$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $\alpha-\mathrm{C} 1(\mathrm{C} 1 \mathrm{C} 2)$ | 164.96 | 133.68 | 116.28 | 182.36 | 0.73 |
| $\alpha-\mathrm{C} 2(\mathrm{C} 1 \mathrm{C} 2)$ | 164.96 | 15.22 | 7.98 | 172.20 | 10.89 |
| $\alpha-\mathrm{C} 1(\mathrm{C} 1 \mathrm{C} 4)$ | 179.03 | 133.68 | 116.28 | 196.43 | -19.96 |
| $\alpha-\mathrm{C} 4(\mathrm{C} 1 \mathrm{C} 4)$ | 179.03 | 34.32 | 46.25 | 167.11 | 9.36 |
| $\beta$-C1(C1C2) | -51.31 | -74.56 | -68.01 | -57.86 | 1.42 |
| $\beta-\mathrm{C} 2(\mathrm{C} 1 \mathrm{C} 2)$ | -51.31 | 21.27 | 41.15 | -71.20 | -14.76 |
| $\beta-\mathrm{C} 1(\mathrm{C} 1 \mathrm{C} 4)$ | -4.84 | -74.56 | -68.01 | -11.39 | -2.73 |
| $\beta-\mathrm{C} 4(\mathrm{C} 1 \mathrm{C} 4)$ | -4.84 | 41.12 | 47.27 | -10.99 | 2.33 |

difference must be very small. From Figure 6, it can be seen that the "local" character decreases in the order $\mathrm{C} 1, \mathrm{C} 4$, and C 2 . We also note that the same ordering in "degree of locality" found from the HR - HM difference is obtained also in terms of LR - LM differences, generally a more accessible quantity for large systems when the RH calculations are prohibitive. However, the reliability of an ONIOM description depends not only on this degree of locality. As it can be seen from Figure 6, larger $\Delta S$ values (i.e., worse ONIOM descriptions) are obtained for $\alpha-\mathrm{C} 4$ and $\beta-\mathrm{C} 1$, for which the HR - HM difference is relatively small.

Following this analysis, it seems that the performance of ONIOM to describe the OR of a chiral center depends on two different aspects, the "true locality" of the property for such a given chiral center and the different evaluation of the locality at low and high levels, or in other words the differences between HR - HM and LR - LM.
4.3. The Bichiral Prototypes. In Table 3, we report the ONIOM results for the bichiral systems C 1 C 2 and C 1 C 4 (see Figure 3), for the three ONIOM partitions considered.

In the previous section, we have shown that the ONIOM description is sufficiently accurate for monochiral systems and that the $\Delta S$ error found is always acceptable. On the contrary, for bichiral systems, the error associated with the ONIOM calculations can be large, as shown in Table 3, and it ranges from $2^{\circ}$ to $20^{\circ} /\left[\mathrm{dm}\left(\mathrm{g} / \mathrm{cm}^{3}\right)\right]$, depending on the system.

This result is not completely unexpected as the bichiral systems introduce a new aspect, which was not present in the monochiral systems. This aspect is related to the elimination of one of the two chiral centers in the HM layer and the consequences of this on the resulting OR value. Because of the limited dimensions of the prototypes studied, it is not possible to define an ONIOM model system including both chiral centers. However, we can try to approximately account for them by summing up the ONIOM results of the two complementary model systems [e.g., $\alpha$-C1( C 1 C 2 ) and $\alpha-\mathrm{C} 2(\mathrm{C} 1 \mathrm{C} 2)]$, namely:

$$
\begin{align*}
& \text { ONIOMbi } \\
& \quad=\text { ONIOMCx }(\mathrm{CxCy})+\text { ONIOMCy }(\mathrm{CxCy})-\mathrm{LR} \\
& \quad=(\mathrm{LR}+\mathrm{HMx}-\mathrm{LMx})+(\mathrm{LR}+\mathrm{HMy}-\mathrm{LMy})-\mathrm{LR} \tag{7}
\end{align*}
$$

where the subtraction of the value found for the low real system has been introduced to avoid its double counting. The $\Delta S$ values corresponding to this approximate description


Figure 7. Scheme of the additional ONIOM partitions adopted to describe the OR in the C1C2 system.
can be easily obtained from Table 3; the results obtained are $-6.5,-8.0,21.3$, and $8.9\left\{\right.$ in degrees $\left./\left[\mathrm{dm}\left(\mathrm{g} / \mathrm{cm}^{3}\right)\right]\right\}$ for $\alpha-\mathrm{C} 1 \mathrm{C} 2, \alpha-\mathrm{C} 1 \mathrm{C} 4, \beta-\mathrm{C} 1 \mathrm{C} 2$, and $\beta-\mathrm{C} 1 \mathrm{C} 4$, respectively. These values further confirm the nonlocality of the property because locality would also imply a limited coupling between the two chiral centers, and thus eq 7 (in which two separated ONIOM calculations, each one with a different model system, are combined) should reliably reproduce the benchmark.

To better analyze the real character of OR in these bichiral systems, we introduce now a different test based on the change of the ONIOM description as the model layer increases. We thus introduce two new ONIOM partitions, $\mathrm{C} 1(\mathrm{OH})$ and $\mathrm{C} 2(\mathrm{OH})$, in which the HM layer includes also the hydroxyl group bonded to the carbon atom adjacent to the chiral center kept active (see Figure 7 for a schematization of the $\beta$ anomers).

One could expect that, if the OR for a bichiral system was a purely local property, the increase of the model system (for example, by including the OH groups) would imply an improvement in the description of the property.

From Figure 8, in which we report the $\Delta S$ values for the different ONIOM partitions used to describe the C1C2 bichiral system, one can see that it is not exactly what happens.

Passing from the partition $\mathrm{C} 1(\mathrm{C} 1 \mathrm{C} 2)$ to $\mathrm{C} 1(\mathrm{OH})$, the HM becomes more "complete" but the ONIOM description becomes less accurate (the $\Delta S$ value increases) for both anomers.

To try to rationalize the results obtained for the bichiral systems, in the following section, we introduce two auxiliary levels of analysis.

## 5. A Further Analysis in Terms of Anomeric Energy Differences and NMR Shieldings

We introduce here two additional properties to be studied with ONIOM, one of global character, that is, the energy, and one of local character, that is, the nuclear shielding. Both these quantities have been deeply analyzed with ONIOM approaches in many previous papers. This experience will thus allows us to use them as a comparative tool to better appreciate the global/local character of the OR for bichiral systems and to rationalize the results obtained in the previous section.
5.1. Energy Differences. As far the energy is concerned, it is well-known that ONIOM can only be used to get relative values, and thus here we shall consider differences in the $\alpha$ and $\beta$ anomers. In Figure 9 , the $(\beta-\alpha)$ energy differences for different ONIOM partitions depicted in Figure 3 are reported.

As it can be seen from Figure 9, not all of the partitions properly describe the $(\beta-\alpha)$ energy difference. In particular,


Figure 8. $\Delta S$ values $\left\{\right.$ in degrees $\left./\left[\mathrm{dm}\left(\mathrm{g} / \mathrm{cm}^{3}\right)\right]\right\}$ for the different ONIOM partitions of the $\alpha$ (left) and $\beta$ (right) C 1 C 2 bichiral systems.


Figure 9. Benchmark and ONIOM values for the $(\beta-\alpha)$ energy difference in $\mathrm{kcal} / \mathrm{mol}$ for the different ONIOM partitions.
the $\mathrm{C} 2(\mathrm{C} 1 \mathrm{C} 2)$ and $\mathrm{C} 4(\mathrm{C} 1 \mathrm{C} 4)$ give a completely wrong picture. To better understand this behavior, it is important to analyze the nature of these ONIOM partitions.

As can be seen from Figure 3, for the $\mathrm{C} 4(\mathrm{C} 1 \mathrm{C} 4)$ partition, the anomeric center $(\mathrm{Cl}-\mathrm{OH})$ is not included in the HM ; therefore, the anomeric $(\beta-\alpha)$ difference is described only at the low level (i.e., in the LR); this prevents a correct evaluation of the differential stability of the two anomers. By contrast, in the $\mathrm{C} 2(\mathrm{C} 1 \mathrm{C} 2)$ partition, the anomeric carbon is in the HM but not the corresponding hydroxyl group. As the anomeric effect represents the axial preference of such a OH , it is obvious that we cannot properly describe the differential stability of the two anomers without including the whole moiety in the HM. This is confirmed by the comparison of the $\mathrm{C} 2(\mathrm{C} 1 \mathrm{C} 2)$ and $\mathrm{C} 2(\mathrm{OH})$ results; the latter partition in fact is exactly identical to the former with the only exception of the inclusion of the anomeric OH in the HM layer.
5.2. Carbon Nuclear Shieldings. We finally present the results for the "local" nuclear shieldings of the $\mathrm{C} 1, \mathrm{C} 2$, and C3 carbon atoms.

In Figure 10, we report the absolute $\Delta S$ values for the carbon nuclear shieldings of the $\alpha$ (left) and $\beta$ (right) anomers corresponding to the different ONIOM partitions.

First of all, we note that for all the partitions the ONIOM error is always less than $5 \%$ (the absolute values of the nuclear shieldings for the various carbon atoms range from 90 to 160 ppm ). This shows, once more, that ONIOM can be reliably used to compute nuclear shieldings also for cyclic systems. ${ }^{28 b}$

Going into more detail, we can observe that for C 1 the largest error is found for $\mathrm{C} 2(\mathrm{C} 1 \mathrm{C} 2)$, that is, where the hydroxyl group is not included in the HM. For C2, on the contrary, the less accurate result is found for $\mathrm{C} 1(\mathrm{C} 1 \mathrm{C} 2)$; this can be due to two different effects, one, as in the previous case, related to the OH being excluded from the HM and the other related to what we can call a "border effect", that is, the presence of the "cut" between low and high layers exactly at the C 2 atom. By comparing with the $\mathrm{C} 1(\mathrm{OH})$ result for the same C 2 atom, we can observe that the OH effect is more intense than the "border" one, because in this partition the error in the ONIOM description diminishes with the inclusion of the OH group into the HM layer. For the C 3 atom, we observe a regular behavior which can be easily explained in terms of border effect, the only active in this case.

From both the energy and the nuclear shielding analyses, it clearly comes out that the most important factor in these systems is the proper description of the anomeric moiety which can only be obtained by including all the related atoms in the HM .

In section 4.3, we have shown that this picture does not apply for the OR; there, however, we have implicitly assumed a "local" character of the property because the comparison was made using absolute values. It is thus worth checking if a different analysis, that is, assuming the OR as a global property, can help in rationalizing the ONIOM behavior for this property. To do that, we introduce here the difference of the OR values for $\alpha$ and $\beta$ anomers using the


Figure 10. $\Delta S$ values (in ppm) for the $\mathrm{C} 1, \mathrm{C} 2$, and C 3 carbon nuclear shieldings of the $\alpha$ and $\beta$ anomers.

Table 4. $\Delta S$ Values $\left\{\right.$ in degrees $\left./\left[\mathrm{dm}\left(\mathrm{g} / \mathrm{cm}^{3}\right)\right]\right\}$ for the Differences in the $[\alpha]$ of the Two Anomers $\left(\mathrm{OR}_{\alpha}-\mathrm{OR}_{\beta}\right)$

|  | $\Delta S\left([\alpha]_{\alpha}-[\alpha]_{\beta}\right)$ |
| :---: | :---: |
| C1(C1C2) | 0.69 |
| C2(C1C2) | -3.87 |
| C1(C1C4) | -22.69 |
| C4(C1C4) | 7.04 |

different ONIOM partitions. Let us analyze the data reported in Table 4 by considering first the C1C2 bichiral system.

In section 4.1, we have suggested that two chiral centers do not equally contribute to the net chiral behavior, but instead the C 1 center plays the major role in both $\alpha$ and $\beta$ anomers. This is confirmed by these results; in fact, the partition which includes C 1 in the HM gives a very low error. By contrast, when we consider the nonadjacent C 1 C 4 system for which, in section 4.1, we were not able to identify a dominant chiral center (at least not for both anomers simultaneously), a far more irregular behavior is found. In fact, a larger error is found passing from the $\mathrm{C} 4(\mathrm{C} 1 \mathrm{C} 4)$ not including the anomeric moiety in the HM to the complementary $\mathrm{C} 1(\mathrm{C} 1 \mathrm{C} 4)$, that is, a completely opposite behavior with respect to what is found for the energy difference (see Figure 9).

## 6. Conclusions

In this work, we have presented for the first time a study of the local or global character of the optical rotation of monoand bichiral prototypes of glucose using the ONIOM method. The results obtained for monochiral systems seem to suggest that OR can be considered as a local property at least in the ONIOM sense, and thus it can be studied by applying the same strategy used for other local properties (like NMR), namely, a proper definition of the low and high partition and a correct combination of the corresponding levels of calculation in terms of the $S$ test.

By contrast, the bichiral systems studied present a much more complex behavior. In these systems, the property is not well behaved; that is, it cannot be classified as a purely local or purely global property. The limited dimensions of the prototypes chosen allow only an approximated analysis of ONIOM partitions including both chiral systems, and thus the reasons for the observed behavior remain largely unclear.

Some guesses, however, can be given. First of all, it is immediate to accept that OR in chiral systems without asymmetric atom(s) (such as helicenes or similar systems) is necessarily nonlocal. By contrast, in the most common cases in which chirality is determined by one or more asymmetric atoms (like in the systems studied here), the local or nonlocal character strongly depends on the number of chiral centers and their proximity. ${ }^{35}$ Further analyses on larger bichiral (cyclic and open) systems with different distances between chiral centers will surely lead to a more complete picture of the nature of OR and to verification of whether a layered method like ONIOM can be applied to the study of this property. These studies are in progress.
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#### Abstract

A massively parallel algorithm is presented for computation of energies with local second-order Møller-Plesset (LMP2) perturbation theory. Both the storage requirement and the computational time scale linearly with the molecular size. The parallel algorithm is designed to be scalable, employing a distributed data scheme for the two-electron integrals, avoiding communication bottlenecks, and distributing tasks in all computationally significant steps. A sparse data representation and a set of generalized contraction routines have been developed to allow efficient massively parallel implementation using distributed sparse multidimensional arrays. High parallel efficiency of the algorithm is demonstrated for applications employing up to 100 processors.


## 1. Introduction

The high-degree polynomial scaling of conventional molecular orbital-based correlated electronic structure methods is an obstacle to their application to mainstream chemical problems. Even for one of the computationally least expensive correlated methods, second-order Møller-Plesset (MP2) perturbation theory, the computational cost formally scales as $\mathrm{O}\left(n^{5}\right)$, where $n$ is the size of the molecular system.

The computational scaling may be improved, however, by formulating the equations in a basis of localized orbitals instead of the canonical molecular orbitals, which are by nature delocalized. This idea has been utilized by Pulay and Saebø in their work on the so-called local correlation method. ${ }^{1-3}$ Using localized orbitals, Pulay and Saebø proposed restricting the excitation space for a given occupied orbital to a domain consisting of virtual orbitals that are all spatially close to the occupied orbital out of which the excitation occurs. By reducing the number of configurations to be included in the description of the wave function, this restriction of the correlation space may be utilized to attain reduced computational scaling of the correlation procedure.

Many applications of the local correlation idea, using various choices for the localized orbitals, have been presented for Møller-Plesset perturbation theory. Pulay and co-workers have developed local formulations for second- through

[^8]fourth-order Møller-Plesset perturbation theory ${ }^{1,2,4}$ using an orbital-invariant formulation employing localized orbitals and requiring an iterative solution of the amplitude equations, and low-order scaling implementations of the local MP2 method have been achieved. ${ }^{5,6}$ Scuseria and Ayala ${ }^{7}$ used a Laplace transform method ${ }^{8}$ to obtain an atomic orbital-based linear scaling MP2 algorithm, and Friesner and co-workers ${ }^{9,10}$ have implemented a pseudospectral localized MP2 method using the local correlation idea of Pulay and Saebø. Maslen and Head-Gordon ${ }^{11}$ have developed a local MP2 method using nonorthogonal orbitals and an atoms-in-molecules local ansatz, and this method has been further developed to include a diatomics- and a triatomics-in-molecules approach. ${ }^{12,13}$ Notably, Schütz and co-workers ${ }^{14,15}$ employed the PulaySaebø local correlation scheme, using localized molecular orbitals for the occupied space and atomic orbitals, projected against the occupied space, for the virtual space, and achieved an algorithm that formally scales linearly with molecular size for local second-order Møller-Plesset theory (LMP2).

The achievement of low-order or linearly scaling implementations of MP2 methods has widened the range of molecules to which they can be applied, but, nonetheless, the application of reduced-scaling correlation methods to large molecules places heavy demands on computing resources. The scope of reduced-scaling correlation methods may be further extended, however, by developing algorithms tailored to application to massively parallel computers. In
this work, we focus our attention on the local MP2 method LMP2, using the local correlation idea of Pulay and Saebø in the context of MP2 theory, to develop a linear scaling massively parallel LMP2 algorithm. We are not aware of any parallel implementations of the LMP2 method reported in the literature, although a massively parallel algorithm for doing conventional $\left(\mathrm{O}\left(n^{5}\right)\right)$ MP2 using the orbital-invariant formulation (on which the LMP2 method is based) has been reported. ${ }^{16}$ Additionally, the pseudospectral localized MP2 method has been parallelized previously, and the parallel performance has been illustrated for runs employing up to 16 processors. ${ }^{17}$

## 2. Theory

We will employ the local correlation scheme developed by Pulay and Saebø $\varnothing{ }^{1-3}$ using an occupied orbital space represented by molecular orbitals localized by the Pipek-Mezey procedure ${ }^{18}$ and an unoccupied space consisting of atomic orbitals that have been projected against the occupied orbital space to ensure orthogonality of the occupied and virtual spaces. The localized occupied orbitals are expressed as linear combinations of atomic orbitals using the coefficient matrix L

$$
\begin{equation*}
|i\rangle=\sum_{\mu}|\mu\rangle L_{\mu i} \tag{1}
\end{equation*}
$$

with indices $i$ and $\mu$ representing a localized molecular orbital and an atomic orbital, respectively. The projected atomic orbitals are obtained from the original atomic orbitals using the projection matrix $\mathbf{P}$ with elements $P_{\mu r}$

$$
\begin{align*}
|r\rangle & =\sum_{\mu}|\mu\rangle P_{\mu r}  \tag{2}\\
\mathbf{P} & =\frac{1}{2} \mathbf{D}_{\mathrm{v}} \mathbf{S} \tag{3}
\end{align*}
$$

where $r$ represents a projected atomic orbital, $\mathbf{S}$ is the overlap matrix in the unprojected atomic orbital basis, and $\mathbf{D}_{\mathrm{v}}$ denotes the closed-shell Hartree-Fock density matrix constructed from the virtual orbitals. By forming $\mathbf{P}$ this way, rather than using $\mathbf{P}=\mathbf{I}-(1 / 2) \mathbf{D S}$ as has been done previously, ${ }^{6,14,19}$ we avoid difficulties that may arise if the occupied density matrix $\mathbf{D}$ is constructed from a truncated set of atomic orbitals (when some orbitals have been eliminated in the Hartree-Fock procedure to avoid near linear dependencies), whereas I represents the full AO space. We note that, while the unoccupied space is not orthogonal, the occupied and unoccupied spaces are mutually orthogonal, and the localized occupied orbitals are orthogonal among themselves.

In the following, the indices $i, j, k$ denote localized occupied molecular orbitals, and the indices $r, s$ represent projected atomic orbitals. For each localized occupied orbital $i$, a domain $[i]$ is created, comprising all projected atomic orbitals associated with a certain subset of the atoms. This subset is determined by including the atoms whose atomic orbitals contribute the most to the Mulliken population of $i$, until a spanning criterion, measuring how well the included atomic orbitals span orbital $i$, is satisfied. The procedure is described in detail elsewhere. ${ }^{19,20}$ Our implementation uses
a default threshold of 0.02 for the residual error associated with the spanning criterion, ${ }^{19,20}$ but a different (typically smaller) threshold can be specified in the input, if desired. Using an orbital-invariant formulation of MP2 theory, the MP2 correlation energy can be expressed as ${ }^{1}$

$$
\begin{equation*}
E_{\mathrm{MP} 2}^{\mathrm{corr}}=\sum_{i j} \operatorname{Tr}\left[\mathbf{K}_{i j}\left(2 \mathbf{T}_{j i}-\mathbf{T}_{i j}\right)\right]=\sum_{i j r s} K_{i j}^{r s}\left(2 T_{i j}^{r s}-T_{i j}^{s r}\right) \tag{4}
\end{equation*}
$$

where $\mathbf{K}_{i j}$ is a matrix whose elements $K_{i j}^{r s}$ are the twoelectron integrals ( $r i \mid s j$ ), and $\mathbf{T}_{i j}$ is the matrix of double substitution amplitudes $T_{i j}^{r s}$. The double substitution amplitudes are determined from the set of linear equations

$$
\begin{equation*}
\mathbf{R}_{i j}=\mathbf{K}_{i j}+\mathbf{F} \mathbf{T}_{i j} \mathbf{S}+\mathbf{S} \mathbf{T}_{i j} \mathbf{F}-\mathbf{S} \sum_{k}\left[F_{i k} \mathbf{T}_{k j}+F_{k j} \mathbf{T}_{i k}\right] \mathbf{S}=0 \tag{5}
\end{equation*}
$$

which must be solved iteratively. $\mathbf{R}_{i j}$ represents the residual matrix with elements $R_{i j}^{r s}, \mathbf{F}$ and $\mathbf{S}$ are the virtual-virtual blocks of the Fock matrix and the overlap matrix, respectively, in the projected atomic orbital basis, and $F_{i k}$ is an element of the Fock matrix in the basis of localized occupied orbitals.

In the iterative solution of eq 5, the double substitution amplitudes are updated using a procedure previously described for the local coupled-cluster method. ${ }^{19}$ This procedure involves transforming the residual matrix $\mathbf{R}_{i j}$ to an orthogonal basis, computing an update to the double substitution amplitudes from the transformed residual elements

$$
\begin{equation*}
\Delta T_{i j}^{r s}=\frac{-R_{i j}^{r s}}{\epsilon_{r}+\epsilon_{s}-F_{i i}-F_{j j}} \tag{6}
\end{equation*}
$$

and transforming the computed amplitude update back to the original projected atomic orbital basis. The transformation to an orthogonal basis is performed for each $i j$ pair individually using a transformation matrix obtained by diagonalization of the Fock matrix in the subspace spanned by the projected atomic orbitals in the [ $i j]$ pair domain, and $\epsilon_{r}, \epsilon_{s}$ in eq 6 denote diagonal elements of the Fock matrix in this basis.

The local MP2 method uses the orbital-invariant expressions from above and reduces the computational scaling of the MP2 procedure as follows. The excitation space is restricted by allowing double excitations out of occupied orbitals into only the virtual orbitals in the corresponding orbital domains. Thus, for an occupied orbital pair $i j$, double excitations are allowed only into the pair domain [ij], which is formed by combining the individual orbital domains $[i]$ and $[j]$. To further reduce the number of double substitution amplitudes, excitations are allowed out of only a subset of the $i j$ pairs, namely those pairs for which the minimum distance $R_{i j}$ between any two atoms in the domains [ $\left.i\right]$ and [ $j$ ] is less than a certain threshold value. Using these restrictions on the included double substitutions, the number of double substitution amplitudes and integrals $K_{i j}^{r s}$ will grow only linearly with the size of the molecule, and the computation of the LMP2 correlation energy (from eq 4), thus, scales linearly with the molecular size. To achieve a linearly scaling LMP2 procedure, the integral transformation generating the $K_{i j}^{r s}$ integrals and the iterative solution of eq

```
Localize occupied molecular orbitals
Create domains
Compute screening quantities required for integral transformation
Perform integral transformation generating (ri|sj)
Begin LMP2 iterations
    Compute LMP2 residual
    Compute \DeltaT
    DIIS extrapolation of T
```



```
    Check for convergence on }\Delta\mp@subsup{E}{\textrm{MP2}}{\mathrm{ corr}}\mathrm{ and }\Delta\mathbf{T
End LMP2 iterations
```

Figure 1. Outline of the local MP2 procedure.
5 must also scale linearly, however, and this requires application of integral prescreening throughout the transformation and utilization of the sparsity of the overlap and Fock matrices. The employed screening procedures will be explained in more detail below.

## 3. A Scalar LMP2 Algorithm

In this section we describe the scalar implementation of the LMP2 method from which our parallel algorithm has been developed. An outline of the steps involved in the computation of the LMP2 energy is given in Figure 1. Initially, the occupied molecular orbitals are localized, the domains are created, and the various screening quantities that must be employed to achieve linear scaling are computed. The transformation matrices required in the iterative procedure to transform the residual to an orthogonal basis (cf. section 2) are also computed at this point and stored for the remainder of the calculation. The two-electron integral transformation is then performed to generate the transformed integrals required for the LMP2 procedure. The LMP2 integral transformation is similar to that of a conventional MP2 computation but uses different transformation matrices and a different screening protocol. The screening employed in the integral transformation is outlined in Appendix A. The effect of varying the various thresholds used in the screening required to achieve linear scaling in the local MP2 procedure has been investigated in some detail by Schütz et al. ${ }^{14}$ and by Saebø and Pulay. ${ }^{6}$ In the present work, we have used the thresholds given in Appendix A.

When the two-electron integral transformation is complete, the iterative procedure is entered. In each iteration, the residual is first computed from eq 5 , and an update, $\Delta \mathbf{T}$, for the double substitution amplitudes is then computed from eq 6. Using $\Delta \mathbf{T}$ and DIIS extrapolation, if desired, the double substitution amplitudes $\mathbf{T}$ are then updated, and a new value for the energy $E_{\text {corr }}^{\mathrm{MP} 2}$ is computed. Finally, a check for convergence on both $\Delta \mathbf{T}$ and $\Delta E_{\text {corr }}^{\mathrm{MP2}}$ is performed.

In our implementation, all four-index quantities, i.e., the two-electron integrals $K_{i j}^{r s}$ (as well as the half- and three-quarter-transformed integrals), the double substitution amplitudes $T_{i j}^{r s}$, and the residual elements $R_{i j}^{r s}$ are stored as multidimensional sparse arrays. In previous implementations, these quantities have been stored as matrices, e.g., storing matrices $\mathbf{K}_{i j}$ with elements $K_{i j}^{r j}$ 6, ${ }^{6}$. We have implemented a parallel sparse data representation to handle distributed sparse multidimensional arrays and also a set of generalized contraction routines to perform multiplications of such arrays. Using this data representation and the associated contraction


Figure 2. The size of the integral arrays required for the LMP2 procedure for linear alkanes $\mathrm{C}_{n} \mathrm{H}_{2 n+2}$ using the cc-pVDZ basis; q2 and q3 represent the half-transformed and three-quarter-transformed integral arrays, respectively.
routines greatly simplifies programming, eliminating the need for explicit index manipulation, allowing contractions to be performed in a single line of code, and making parallelization more straightforward. The parallel sparse multidimensional arrays and contraction routines are discussed in more detail in the next section and in Appendix B.

For the last two terms in eq 5, involving left and right multiplication with the overlap matrix, the multiplication can be carried out either inside or outside of the summation over $k$. Schütz et al. ${ }^{14}$ found that performing the multiplication inside of the summation was faster because the multiplication could be carried out with only the small local dimensions of the overlap matrix. Saebø and Pulay, ${ }^{6}$ however, found multiplication outside of the summation to be the faster alternative in their local MP2 program. We have chosen to perform the multiplications with the overlap matrix outside of the summation because this makes possible a straightforward parallel implementation of this step using our parallel sparse data representation for $\mathbf{S}, \mathbf{F}$, and $\mathbf{T}$ (vide infra).

To illustrate the performance of the scalar LMP2 algorithm, computations were performed for a series of linear alkanes $\mathrm{C}_{n} \mathrm{H}_{2 n+2}$ using the cc-pVDZ basis set, ${ }^{21}$ freezing the core orbitals, and using a cutoff of 8.0 bohr for the distance threshold $R_{i j}$ (cf. section 2) for including $i j$ pairs. For the computations reported here, convergence of the energy to $10^{-7}$ hartrees required 10 iterations. We note that a dynamic update scheme has been used previously, ${ }^{5,6,14}$ updating the double substitution amplitudes as soon as the corresponding residual elements have been computed. This procedure speeds up convergence but would entail interprocessor communication (and result in nondeterministic convergence) when parallelized. We have elected to implement a parallel computation of the residual that does not require interprocessor communication (vide infra), updating all double substitution amplitudes at once and using the DIIS procedure ${ }^{22}$ to accelerate convergence. The scaling behavior of the algorithm is shown in Figures 2 and 3. The number of transformed two-electron integrals, which, once generated, must be kept for the duration of the LMP2 computation, scales linearly with the molecular size. Likewise, the size of the intermediate arrays (partially transformed two-electron


Figure 3．Computational times（wall times）for the LMP2 procedure obtained for linear alkanes $\mathrm{C}_{n} \mathrm{H}_{2 n+2}$ using the cc－ pVDZ basis．The computations were performed on an AMD 2．4 GHz Opteron processor．
integrals），which are required during the integral transforma－ tion only，increases linearly with the molecular size．The number of double substitution amplitudes $T_{i j}^{r s}$ is the same as the number of transformed integrals（ri｜sj）．

The computational time（wall time）required for the integral transformation，the iterative procedure，and the full LMP2 procedure is illustrated in Figure 3．Both the integral transformation and the iterative procedure scale linearly with the molecular size．The scaling obtained for the entire LMP2 procedure is slightly above linear because the timings include the time required to localize the orbitals，and this step， although fast，scales as $n^{3}$ ．

## 4．A Massively Parallel LMP2 Algorithm

Using the linear scaling LMP2 implementation described in the previous section，we have developed a massively parallel LMP2 algorithm．The parallel LMP2 program has been implemented as part of the massively parallel quantum chemistry program MPQC．${ }^{23}$ We have chosen to design a parallel LMP2 algorithm that uses only standard MPI collective communication to ensure portability of the code to architectures for which one－sided message passing is not available．To create a scalable algorithm，all large data arrays have been distributed，all computationally significant steps have been parallelized，and a communication scheme that does not create bottlenecks has been used．Both data and computational tasks are distributed over two occupied indices，allowing efficient utilization of a large number of processors．

The computationally dominant steps in the LMP2 proce－ dure are the two－electron integral transformation and the computation of the LMP2 residual in the iterative procedure． The computation of the correlation energy（eq 4）and the update of the amplitudes（eq 6）are fast steps that are parallelized by letting each node process only the terms corresponding to the locally held $i j$ pairs．We will describe the parallel implementation of the two－electron integral transformation and the computation of the residual in detail below．
4．1．Parallel Two－Electron Integral Transformation． Two－electron integrals of the type（ri｜sj）with two occupied

```
Loop over all M,N shells |M\geqN
    If (my M,N pair):
    Loop over all R,S shells
        Allocate AO integral block (\underline{M}R|\underline{N}S)
    end R,S loop
    Compute (\underline{M}R|\underline{N}S)\mathrm{ for current }M,N\mathrm{ pair and all R,S}\=\mp@code{S}
    Loop over R,S blocks of (\underline{M}R|\underline{N}S)
        Loop over j
                Allocate (\underline{M}R|\underline{Nj})\mathrm{ block}
        end }j\mathrm{ loop
    end R,S loop
    (\underline{M}R|\underline{N}j)=(\underline{M}R|\underline{N}S)*L(S,j)
    Loop over R,j blocks of (\underline{M}R|\underline{N}j)
        Loop over i|ij valid pair
                Allocate (\underline{M}i|\underline{Nj) block}
        end }i\mathrm{ loop
    end R,j loop
    (\underline{M}i|\underline{N}j)=(\underline{M}R|\underline{N}j)*L(R,i)
end M,N loop
Redistribute half-transformed integrals:
```



```
Loop over blocks M,N,\underline{i},\underline{j}\mathrm{ of (M首}|N\underline{j})
    Loop over s|s\in[ij]
        Allocate (M\underline{i}|sj) block
    end s loop
end M,N,\underline{i},\underline{j}
(M\underline{i}|\underline{j})=(M\underline{i}|N\underline{j})*P(N,s)
Loop over blocks M,\underline{i},s,\underline{j}\mathrm{ of (M首纹)}
    Loop over r}|r\in[ij
        Allocate (r\underline{i}|s\underline{j}) block
    end}r\mathrm{ loop
end M,\underline{i},s,\underline{j}\mathrm{ loop}
(r\underline{i}|\underline{sj})=(M\underline{i}|\underline{j})*P(M,r)
```

Figure 4．Outline of the parallel integral transformation． Indices $M, R, N, S$ represent shells of atomic orbitals．The transformation matrices $\mathbf{L}$ and $\mathbf{P}$ are defined in the text． Distributed indices are underlined．The steps in which the integrals $(\underline{M} R \mid \underline{N} S),(\underline{M} R \mid \underline{N}),(\underline{M} i \underline{N})$ ，（Mi｜l$\left.S_{\underline{l}}\right)$ ，and（ril｜l｜l$)$ are allocated are preceded by integral screening as outlined in Appendix A．
and two unoccupied indices are required for the LMP2 computation．The fully transformed integrals（ri｜sj）can be kept in aggregate memory without introducing serious memory bottlenecks，but some of the partially transformed integral arrays are too large to fit in memory，and these arrays are therefore generated in a direct fashion that requires storage of only a small subsection of the arrays at any given time．To facilitate evenly distributed loads，the integrals are distributed over two indices，and in the iterative procedure， each node will process only the locally held integrals．The parallelization scheme employed here is similar to that used by Wong et al．${ }^{24}$ in a canonical parallel integral transforma－ tion．

The parallel integral transformation is outlined in Figure 4．The screening steps are not shown but are performed as described in Appendix A．The transformation involves computation of the two－electron integrals in the atomic orbital （AO）basis and four subsequent quarter transformations，each transforming one index．The transformation matrices are the matrix $\mathbf{P}$ for the unoccupied indices and the matrix $\mathbf{L}$ for the occupied indices．The computation of the AO integrals and the first two quarter transformations are performed within a loop over pairs of shells $M$ and $N(M \geq N)$ ，and these steps are parallelized by distributing the $M, N$ pairs across nodes．For each $M, N$ shell pair，the AO integral array
$(M R \mid N S)$ is computed for all contributing $R, S$, and this array is then transformed to generate the quarter-transformed integrals $(M R \mid N j)$ for the current $M, N$ pair. The $(M R \mid N j)$ array, subsequently, is transformed to generate the halftransformed integrals $(M i \mid N j)$. The number of AO integrals and quarter-transformed integrals can become quite large, even though the size of the arrays scales linearly with the molecular size. A memory bottleneck is avoided by only generating these arrays for one $M, N$ shell pair at a time before they are transformed and discarded. The halftransformed integral array is much smaller, and this array, and, subsequently, the three-quarter and fully transformed integral arrays, can be kept in memory. The first halftransformation generates the integrals ( $M i \mid N j$ ) distributed over $M, N$, and no interprocessor communication is required.

After completion of the first half-transformation, a redistribution of the half-transformed integrals is performed, replacing the distribution over $M, N$ shell pairs with a distribution over $i, j$ pairs $(i \geq j)$. This is the only communication step required in the entire integral transformation, and after the redistribution of integrals, each node independently completes the integral transformation generating the fully transformed integrals ( $r i \mid s j$ ). The work in the second half-transformation is distributed by letting each node process only the $i, j$ pairs held locally, and upon completion of the integral transformation, each node holds the ( $r i \mid s j$ ) array for a subset of the included $i, j$ pairs.

We note that the parallel integral transformation exploits the $M \geq N$ symmetry in the computation of the AO integrals and in the first two quarter transformations. Thus, a 4-fold redundancy is required in the AO integral computation. In the last two quarter transformations, the $i \geq j$ symmetry is utilized, producing fully transformed integrals (ri|sj) for $i$ $\geq j$, and the included $i, j$ pairs are distributed across nodes.
4.2. Parallel Computation of the LMP2 Residual. The computation of the LMP2 residual accounts for the majority of the time spent in the iterative procedure. We have implemented two parallel schemes for computation of the residual, employing replicated and distributed double substitution amplitudes, respectively. By replicating the double substitution amplitudes, load balance can more easily be achieved in the iterative procedure, and the amplitudes can be replicated without introducing memory bottlenecks. Replication of the amplitudes, however, necessitates a global summation step involving all the elements of $\Delta \mathbf{T}$ in the iterative procedure, which will reduce parallel performance as the number of processors grows large. An alternative parallel implementation of the residual computation employing distributed double substitution amplitudes has therefore also been investigated.

In the parallel implementation employing replicated double substitution amplitudes, the residual is computed from eq 5 by letting each node compute the residual arrays $\mathbf{R}_{i j}$ for the subset of the $i j$ pairs for which the ( $r i \mid s j$ ) integrals are held locally. The first term on the right-hand side of eq 5 is a simple update of the residual with the locally held ( $r i \mid s j$ ) integrals. The second and third terms are contractions of blocks of double substitution amplitudes with virtual-virtual blocks of the Fock and overlap matrices. These terms are
computed by looping over the local $i j$ pairs on each node and, for the current $i j$ block of $\mathbf{T}$, performing the contraction as two subsequent matrix multiplications. The last two terms in eq 5 involve multiplication of $k, j$ and $i, k$ blocks of the double substitution amplitudes by the occupied-occupied Fock matrix elements $F_{i k}$ and $F_{k j}$, respectively, forming the term $\sum_{k}\left[F_{i k} \mathbf{T}_{k j}+F_{k j} \mathbf{T}_{i k}\right]$, followed by matrix multiplication with the overlap matrix on the left and right. Again, only the $i, j$ values corresponding to the locally held $i j$ pairs are processed on each node, and because the double substitution amplitudes are replicated, the required $\mathbf{T}_{k j}$ and $\mathbf{T}_{i k}$ elements are readily available. The computation of the residual requires no interprocessor communication, and the distribution of work over two indices makes it possible to achieve load balance even for a large number of processors, provided that the number of processors is significantly smaller than the number of included $i j$ pairs. A global communication step, accumulating the individual contributions to $\Delta \mathbf{T}$ (eq 6) computed on each node, is required, however, and as demonstrated below, this step impacts the parallel scaling of the iterative procedure when using a large number of processors.

To avoid the global accumulation step for the double substitution amplitudes, we have also implemented a version of the iterative procedure in which the double substitution amplitudes are distributed. Two different distributions of $\mathbf{T}$ are then required, namely distribution over $i j$ pairs and distribution over just one occupied index. The former distribution is needed for parallel efficiency in the computation of the correlation energy and for the $\mathbf{F T} \mathbf{T}_{i j} \mathbf{S}$ and $\mathbf{S T}_{i j} \mathbf{F}$ terms in eq 5, and the latter distribution is required for computation of the last two terms on the right-hand side of eq 5. The only communication step required is now a redistribution of $\mathbf{T}$ (from $i j$ pairs to just one occupied index), but this step is scalable, and the overall communication time can therefore be reduced. In this scheme, however, load imbalance becomes a problem as the number of processors increases, because the last two terms in eq 5 are now parallelized by distribution of only one occupied index.

To avoid both communication bottlenecks and load imbalance in the iterative procedure, a one-sided asynchronous message passing scheme could be implemented, and we have explored the use of such schemes in our previous work on massively parallel computation of MP2 energies and gradients. ${ }^{25,26}$ Using asynchronous message passing in the iterative LMP2 procedure would allow distribution of the double substitution amplitudes (eliminating the need for global communication) and distribution of work over two indices (achieving load balance) by letting each node request amplitudes from other nodes when needed.

## 5. Parallel Performance

Computations reported in this section were performed on a Linux cluster with dual-processor 3.6 GHz Xeon nodes connected via an InfiniBand network with a full fat-tree topology.

The parallel performance of the algorithm is illustrated in Figure 5. The speedup curves shown were obtained for a linear alkane, $\mathrm{C}_{32} \mathrm{H}_{66}$, using the correlation-consistent basis


Figure 5. Parallel speedups for the LMP2 procedure obtained for the linear alkane $\mathrm{C}_{32} \mathrm{H}_{66}$ using the cc-pVDZ basis.
set cc-pVDZ ${ }^{21}$ (778 basis functions). Computations were carried out using a number of processors ranging from 1 to 100 , employing only one processor per node. The speedups shown were computed relative to the computational time required on one processor. Converging the energy to $10^{-7}$ hartrees required 10 iterations. As explained above, we have implemented two different versions of the iterative procedure, employing replicated and distributed double substitution amplitudes, respectively. For the chosen test case, load imbalance caused the algorithm using distributed amplitudes to be the slower of the two for all measured processor counts, and the results presented below were obtained using the algorithm employing replicated amplitudes.

The dominant computational steps are the two-electron integral transformation and the iterative procedure, which take up $92 \%$ and $7 \%$ of the computational time, respectively, when running on one node. As the number of nodes increases, these percentages change somewhat because a few remaining serial steps take up an increasing fraction of the computational time and because the speedups are higher for the integral transformation than for the iterative procedure.

As shown in Figure 5, the parallel efficiency obtained in the integral transformation remains high as the number of processors increases, and a speedup of 87 is obtained using 100 processors. In the integral transformation, work is distributed over two indices, viz., shell pairs in the first halftransformation and pairs of occupied orbitals in the second half-transformation, and provided that the number of processors is significantly smaller than the number of such pairs,
high parallel efficiency can be obtained. The only communication step required in the integral transformation is the redistribution of the half-transformed integrals. This step is scalable because the total number of integrals to be communicated by each processor is inversely proportional to the number of processors, and it takes a negligible amount of time, less than $2 \%$ of the time required for the integral transformation in all cases.

For the iterative procedure, high parallel efficiency is obtained up to around 32 processors after which the performance starts to degrade, and the efficiency is about $50 \%$ when running on 100 processors. As mentioned, the iterative procedure is fast compared to the integral transformation for basis sets that would typically be used in an MP2 computation, so the somewhat lower parallel performance of the iterative procedure does not have a serious impact on the overall parallel performance (vide infra). The performance degradation observed for the iterative procedure is due mainly to a communication step required in each iteration to collect partial contributions to the updated double substitution amplitudes from all nodes.

The speedups obtained for the total LMP2 procedure are also illustrated in Figure 5. The efficiency is high up to about 64 processors (obtaining a speedup of 49 on 64 processors) and degrades as the number of processors increases. The performance degradation observed for the overall speedup is caused mainly by the presence of some small computational steps that have not yet been parallelized and to a lesser extent by the degrading performance in the iterative procedure. The steps that have not been parallelized include the localization of the occupied orbitals, the computation of the domains, and the computation of some of the screening quantities required to attain linear scaling with the size of the molecule.

To further illustrate applications of the LMP2 code, we have computed LMP2 and conventional MP2 energies for a couple of globular molecules, namely two isomers of the boron nitride $\mathrm{C}_{14} \mathrm{H}_{20} \mathrm{BNO}_{3}$. The two isomers, illustrated in Figure 6, are both candidates for the global minimum for this molecule. The cc-pVDZ, cc-pVTZ, and cc-pVQZ basis set were employed, ${ }^{21}$ and the results are shown in Table 1. In all cases, the relative energies computed with the LMP2 method are close to the conventional MP2 energies, with somewhat better agreement for the larger sets. The fraction of the MP2 correlation energy recovered at the LMP2 level increases with basis set improvement, ranging from about $97 \%$ at the cc-pVDZ level to $99 \%$ at the cc-pVQZ level.


Figure 6. Two isomers of the boron nitride $\mathrm{C}_{14} \mathrm{H}_{20} \mathrm{BNO}_{3}$ (isomer 1 on the left, isomer 2 on the right).

Table 1. LMP2 and Conventional MP2 Energies for Two Isomers of $\mathrm{C}_{14} \mathrm{H}_{20} \mathrm{BNO}_{3}{ }^{\text {a }}$

|  | LMP2 |  | MP2 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | isomer 1 | isomer 2 | isomer 1 | isomer 2 |
| cc-pVDZ |  |  |  |  |
| $E_{\text {corr }}$ | -2.642280 | -2.640938 | -2.716272 | -2.715842 |
| $E_{\text {total }}$ | -848.308810 | -848.303178 | -848.382802 | -848.378083 |
| $\Delta E$ |  |  |  |  |
| cc-pVTZ |  |  |  |  |
| $E_{\text {corr }}$ | -3.278991 | -3.277799 | -3.333433 | -3.333024 |
| $E_{\text {total }}$ | -849.168225 | -849.163091 | -849.222666 | -849.218315 |
| $\Delta E$ |  |  |  |  |
| cc-pVQZ |  |  |  |  |
| $E_{\text {corr }}$ | -3.516106 | -3.515809 | -3.549913 | -3.549537 |
| $E_{\text {total }}$ | -849.458891 | -849.454743 | -849.492698 | -849.488470 |
| $\Delta E$ | 2.60 |  | 2.65 |  |

${ }^{\text {a }}$ Relative energies ( $\Delta E=E_{\text {total }}$ [isomer 2] $-E_{\text {total }}$ [isomer 1]) in kcal $\mathrm{mol}^{-1}$, other energies in hartrees; employing a domain completeness threshold of 0.01 and an $R_{i j}$ distance threshold of 15.0 bohr (cf. section 2) in the LMP2 procedure.

Finally, to show computational times required for some larger LMP2 computations, we have also computed LMP2 energies with larger basis sets for a couple of the linear alkanes, viz. $\mathrm{C}_{24} \mathrm{H}_{50}$ using the aug-cc-pVTZ basis ${ }^{21,27}$ (2254 basis functions) and $\mathrm{C}_{50} \mathrm{H}_{102}$ employing the cc-pVTZ set (2928 basis functions). Using 100 nodes, the total wall times required for the LMP2 computation (excluding the Hartree-Fock part) for $\mathrm{C}_{24} \mathrm{H}_{50}\left(E_{\mathrm{LMP} 2}=-942.508278\right.$ hartrees) and $\mathrm{C}_{50} \mathrm{H}_{102}$ $\left(E_{\mathrm{LMP2}}=-1962.104490\right.$ hartrees $)$ were 102 and 14 min , respectively, using a value of 8.0 bohr for the distance threshold $R_{i j}$ for including $i j$ pairs. The time required for the basis set with 2254 functions is significantly longer than for the set with 2928 functions because the former is an augmented set for which larger domains are required and for which the screening in the integral transformation is less effective.

## 6. Concluding Remarks

We have demonstrated the feasibility of highly efficient massively parallel computation of local correlation energies by developing and implementing a massively parallel LMP2 algorithm. Our implementation of the LMP2 method scales linearly with the molecular size in the number of two-electron integrals and double substitution amplitudes as well as in the computational time. Using a parallel sparse data representation and a set of generalized contraction routines developed to handle distributed sparse multidimensional arrays, a massively parallel implementation of the LMP2 algorithm has been achieved. The parallel implementation employs only standard MPI collective communication to increase portability of the code, and the communication scheme is designed to prevent serious bottlenecks as the number of processors increases. To avoid memory bottlenecks, the first half of the integral transformation is direct, and the second half of the transformation employs fully distributed data arrays. Load balance has been achieved by distributing all computationally significant tasks over two indices, allowing utilization of a large number of processors.

The parallel performance of the algorithm has been illustrated, and high parallel efficiency has been demonstrated for computations performed using up to 100 processors.

## Appendix A. Screening of Two-Electron Integrals

To achieve linear scaling in the integral transformation, it is necessary to employ integral screening for the computation of the AO integrals and in each of the four subsequent transformation steps. Each of the five steps in the integral transformation in which integrals are allocated (cf. Figure 4 ) is preceded by one or more screening steps, so that the integral will be allocated only if it is greater than a certain threshold. In our notation, $M, R, N$, and $S$ are shells of atomic orbitals, $v$ and $\sigma$ represent atomic orbitals, $i$ and $j$ denote localized occupied molecular orbitals, and $r$ and $s$ are projected atomic orbitals. The following quantities are employed in the screening procedure:

$$
\begin{gather*}
T_{N S}^{\mathrm{Schwarz}}=\operatorname{Max}_{v, \sigma}|(v \sigma \mid v \sigma)|^{0.5}, v \in N, \sigma \in S  \tag{A-1}\\
T_{N}^{\text {Schwarz }}=\operatorname{Max}_{S}\left(T_{N S}^{\text {Schwarz }}\right), \text { all } S  \tag{A-2}\\
P_{N s}^{\max }=\operatorname{Max}_{v}\left(\left|P_{v s}\right|\right), v \in N  \tag{A-3}\\
P_{N}^{\max }=\operatorname{Max}_{s}\left(P_{N s}^{\max }\right), \text { all } s  \tag{A-4}\\
(P P)_{M N}^{\max }= \\
\operatorname{Max}_{r, s}\left(P_{M r}^{\max } P_{N s}^{\max }\right), r s \in[i j](\text { all valid } i j \text { pairs) } \\
L_{N j}^{\max }=\operatorname{Max}_{v}\left(\left|L_{v j}\right|\right), v \in N  \tag{A-6}\\
L_{N}^{\max }(j)=\mathrm{Max}_{i}\left(L_{N i}^{\max }\right), \operatorname{all} i \mid i j \text { valid pair }  \tag{A-7}\\
\mathrm{L}_{N}^{\max }=\operatorname{Max}_{j}\left(L_{N j}^{\max }\right), \text { all } j  \tag{A-8}\\
L^{\max }=\operatorname{Max}_{N}\left(L_{N}^{\max }\right), \text { all } N  \tag{A-9}\\
(L L)_{M N}^{\max }=\mathrm{Max}_{i, j}\left(\mathrm{~L}_{M i}^{\max } \mathrm{L}_{N j}^{\max ^{2}}\right), \text { all } i, j \mid i j \text { valid pair }  \tag{A-10}\\
(L L)_{M}^{\max }=\operatorname{Max}_{N}\left((L L)_{M N}^{\max }\right), \text { all } N  \tag{A-11}\\
(L L)^{\max }=\operatorname{Max}_{M}\left((L L)_{M}^{\max }\right), \text { all } M \tag{A-12}
\end{gather*}
$$

Using the loop structure detailed in Figure 4, the screening protocol is implemented as follows. Initially, after entering the $M, N$ loops, a preliminary screening is performed

$$
\begin{equation*}
T_{M}^{\text {Schwarz }} * T_{N}^{\text {Schwarz }} *(P P)_{M N}^{\max } *(L L)^{\max } \geq \epsilon \tag{A-13}
\end{equation*}
$$

A loop over shells $R$ is then entered, using an ordering of the $R$ shells determined by sorting $T_{M R}^{\text {Schwarz }}$ (for the current $M$ and all $R$ ) in descending order. The screening

$$
\begin{equation*}
T_{N}^{\text {Schwarz }} * T_{M R}^{\text {Schwarz }} *(P P)_{M N}^{\max } *(L L)^{\max } \geq \epsilon \tag{A-14}
\end{equation*}
$$

is then carried out, and, if not passed, the algorithm breaks out of the $R$ loop, skipping all remaining $R$ values. Otherwise, for the current $R$, another screening is performed

$$
\begin{equation*}
T_{N}^{\text {Schwarz }} * T_{M R}^{\text {Schwarz }} *(P P)_{M N}^{\max } *(L L)_{R}^{\max } \geq \epsilon \tag{A-15}
\end{equation*}
$$

and, if passed, the $S$ loop is entered. The $S$ shells are sorted according to descending size of $T_{N S}^{\text {Schwarz }}$. Inside the $S$ loop, a screening

$$
\begin{equation*}
T_{N S}^{\text {Schwarz }} * T_{M R}^{\text {Schwarz }} *(P P)_{M N}^{\max } *(L L)_{R}^{\max } \geq \epsilon \tag{A-16}
\end{equation*}
$$

is first done to test whether to break out of the $S$ loop. If passed, another screening step

$$
\begin{equation*}
T_{N S}^{\text {Schwarz }} * T_{M R}^{\text {Schwarz }} *(P P)_{M N}^{\max } *(L L)_{R S}^{\max } \geq \epsilon \tag{A-17}
\end{equation*}
$$

determines whether to allocate the AO integral block (MR|NS).

Allocation of the $(M R \mid N j)$ integrals entails a loop over $j$ indices that have been ordered according to decreasing $L_{S j}^{\max }$. The screening step

$$
\begin{equation*}
|(M R \mid N S)|^{\max } *(P P)_{M N}^{\max } * L_{S j}^{\max } * L_{R}{ }^{\max } \geq \epsilon \tag{A-18}
\end{equation*}
$$

determines whether to break out of the $j$ loop, and, if continuing within the $j$ loop, another screening

$$
\begin{equation*}
|(M R \mid N S)|^{\max } * L_{S j}^{\max } *(P P)_{M N}^{\max } * L_{R}^{\max }(j) \geq \epsilon \tag{A-19}
\end{equation*}
$$

determines whether to allocate the $(M R \mid N j)$ block. The integral bound $|(M R \mid N S)|^{\text {max }}$ represents the maximum absolute value of the AO integral for all atomic orbitals in the shell quartet $M, R, N, S$. In the second, third, and fourth quarter transformations, the following screening steps are performed before allocating the $(M i \mid N j),(M i \mid s j)$, and (ri|sj) integrals, respectively:

$$
\begin{gather*}
|(M R \mid N j)|^{\max } * L_{R i}^{\max } *(P P)_{M N}^{\max } \geq \epsilon  \tag{A-20}\\
|(M i \mid N j)|^{\max } * P_{N s}^{\max } * P_{M}^{\max } \geq \epsilon  \tag{A-21}\\
|(M i \mid s j)|^{\max } * P_{M r}^{\max } \geq \epsilon \tag{A-22}
\end{gather*}
$$

The bound $|(M R \mid N j)|^{\max }$ represents the maximum absolute value of a quarter-transformed integral for a fixed occupied index $j$ and for all atomic orbitals in the shells $M, R$, and $N$, and the remaining integral bounds are defined analogously. In the present work, a value of $10^{-8}$ was used for all $\epsilon$ thresholds in the screening procedure.

## Appendix B. Parallel Sparse Data Representation

Efficient massively parallel implementation of local correlation methods requires a means of handling distributed sparse matrices and multidimensional arrays. The sparsity of matrices and multidimensional arrays, e.g., the overlap matrix, the double substitution amplitudes $T_{i j}^{\text {S }}$, and the twoelectron integrals ( $r i \mid s j$ ), must be exploited to achieve linear scaling, and at least some of the multidimensional arrays, including the partially transformed two-electron integrals, must be distributed across nodes to avoid memory and communication bottlenecks. We have therefore implemented a parallel sparse data representation and an associated set of generalized contraction routines to perform contractions of
distributed sparse matrices and multidimensional arrays. The most important features of these routines are discussed here, and a more thorough discussion of the implementation can be found elsewhere. ${ }^{28}$

Our parallel sparse data representation has been designed to permit rapid prototyping, ease of use, and good performance. The primary type is the $\mathrm{C}++$ generic class Array. The primary template parameter for the Array class is an integer specifying the dimensionality the array, and of the Array relies on a variety of auxiliary classes that describe blocks, distribution schemes, index ranges, etc. An Array stores the block descriptors for contributing blocks and the data for each block. The block sizes for virtual indices are the number of basis functions on the atom associated with the block, and for occupied indices the block size is one. This permits the majority of blocks to be large enough to make their manipulation efficient while also enabling sufficiently fine-grained parallel distribution of the work. An optimized dense matrix multiplication routine is used for multiplication of the individual blocks. The Array class contains functions for manipulating the blocks, including copying arrays, summation of arrays, performing a binary product (contraction) of arrays to produce a third array, and doing a contraction that results in a scalar. Parallelization is supported by member functions that convert replicated to distributed arrays, distributed to replicated arrays, and distributed arrays to a different distribution scheme. Helper classes are also employed to permit the use of the implicit summation convention in the $\mathrm{C}++$ source code, greatly increasing the readability of the program.

Upon declaration of an Array, its dimensionality must be specified, and the array must be initialized to get the proper ranges for its indices in each dimension. Additionally, the initialization of the array may specify a bound such that only blocks containing elements greater than the bound will be stored. For instance, the four-dimensional array Ints holding the transformed integrals (ri|sj) may be declared and initialized as
Array < 4> Ints;

Ints.init(vir,occ, vir,occ,bound);
An array may be allocated by allocating each of its blocks individually or by allocating the entire array at one time. For the Ints array, a single block may be allocated as

> Ints.allocate_block(blockinfo);
where blockinfo specifies which block is to be allocated. Alternatively, an entire array may be allocated in one setting, e.g., from another, already allocated, array using the $\mid=$ allocation operator

$$
\begin{gathered}
\text { Array }<4>\mathrm{T} \\
\text { T.init(vir,occ,vir,occ,bound); } \\
\mathrm{T}(\mathrm{r}, \mathrm{i}, \mathrm{~s}, \mathrm{j}) \mid=\operatorname{Ints}(\mathrm{r}, \mathrm{i}, \mathrm{~s}, \mathrm{j})
\end{gathered}
$$

As an example of application of our contraction routines, consider computation of the fully transformed two-electron integrals (ri|sj), which are kept in the Ints array. These
integrals are obtained in the fourth quarter transformation, and this transformation can be performed in parallel in a single line of code in the program

$$
\operatorname{Ints}(\mathrm{r}, \mathrm{i}, \mathrm{~s}, \mathrm{j})=\mathrm{q} 3(\mathrm{mu}, \mathrm{i}, \mathrm{~s}, \mathrm{j}) * \mathrm{P}(\mathrm{mu}, \mathrm{r})
$$

The q3 and Ints arrays are both distributed across nodes, and the contraction will be done locally on each node using only the local elements of the arrays. Thus, once the data distribution has been determined for the arrays involved, the distribution of work is automatically achieved. Finally, to illustrate a contraction of arrays producing a scalar, consider the computation of the correlation energy (cf. eq 4) from the integrals and the double substitution amplitudes, stored in the arrys Ints and T, respectively. The Ints array (and T, if desired) is distributed, and the parallelization is handled by the contraction routine, which, again, works only on the locally stored elements. The parallel computation of the correlation energy, then, is handled by the following three lines of code

$$
\begin{aligned}
& \mathrm{e}_{\mathrm{corr}}=2 * \operatorname{Ints}(\mathrm{r}, \mathrm{i}, \mathrm{~s}, \mathrm{j}) * \mathrm{~T}(\mathrm{r}, \mathrm{i}, \mathrm{~s}, \mathrm{j}) ; \\
& \mathrm{e}_{\mathrm{corr}}-=\operatorname{Ints}(\mathrm{r}, \mathrm{i}, \mathrm{~s}, \mathrm{j}) * \mathrm{~T}(\mathrm{~s}, \mathrm{i}, \mathrm{r}, \mathrm{j}) \\
& \mathrm{msg} \rightarrow \operatorname{sum}\left(\mathrm{e}_{\text {corr }}\right)
\end{aligned}
$$

The summation after the two contractions is required because each node computes only a partial contribution to the correlation energy.
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#### Abstract

New scaling parameters are presented for use in the spin-component scaled (SCS) variant of density fitted local second-order Møller-Plesset perturbation theory (DF-LMP2) that have been optimized for use in evaluating the interaction energy between nucleic acid base pairs. The optimal set of parameters completely neglects the contribution from antiparallel-spin electron pairs to the MP2 energy while scaling the parallel contribution by 1.76 . These spincomponent scaled for nucleobases (SCSN) parameters are obtained by minimizing, with respect to SCS parameters, the rms interaction energy error relative to the best available literature values, over a set of ten stacked nucleic acid base pairs. The applicability of this scaling to a wide variety of noncovalent interactions is verified through evaluation of a larger set of model complexes, including those dominated by dispersion and electrostatics.


## 1. Introduction

Intermolecular interactions between nucleic acid base pairs play a crucial role in the structure of nucleic acids such as DNA and RNA. In particular, stacking interactions between base pairs is a major driving force in processes such as molecular recognition and the folding of nucleic acids, among many others. ${ }^{1-21}$ Computational modeling of such interactions is an attractive prospect, both for an increased understanding of structure and folding processes themselves and for possible design of new drugs with nucleic acids as their target. However, carrying out such calculations is far from trivial: the size of biologically relevant sections of DNA rules out the use of ab initio methods for entire systems and limits such approaches to smaller model systems such as base pairs of specific interest. Hybrid QM/MM approaches are therefore attractive, in which only part of the overall system is treated with quantum chemical methods.

A further problem arises from the computational methods required to describe London dispersion forces that dominate stacking interactions. The prototypical model for $\pi$-stacking interactions is the benzene dimer, and as such it has been investigated exhaustively within the limits of currently available methodology and computer hardware (see refs 22-

[^9]26 and references therein). This work makes it clear that correlated calculations with basis sets of at least triple- $\zeta$ quality are required to attain even a qualitatively accurate picture. Calculation of accurate interaction energies for stacked nucleic acid bases requires a similar theoretical treatment. Second-order Møller-Plesset perturbation theory (MP2) is the most commonly used and computationally tractable method of describing dynamic electron correlation, which is ultimately the source of dispersion forces. Unfortunately, this method is known to consistently overestimate binding energies in both the benzene dimer and stacked nucleic acid base pairs. Coupled cluster theory, particularly $\operatorname{CCSD}(\mathrm{T})$, is accepted as the standard for evaluating noncovalent interaction energies, providing highly accurate binding energies when used with basis sets of at least aug-cc-pVTZ quality. Such calculations rapidly become prohibitively computationally demanding, especially when the additional time necessary to compute a counterpoise correction ${ }^{27}$ (CP) for basis set superposition error (BSSE) is included. Therefore, the current method of choice for stacking interactions extrapolates to the complete basis set limit from a series of MP2 interaction energies and then adds a CCSD(T) correction using a smaller basis set, ${ }^{20}$ an approach termed "CBS(T)" by some authors.

Recently, Grimme ${ }^{28}$ proposed the spin-component scaling (SCS) MP2 method, which scales the correlation energy due
to parallel- and antiparallel-spin electron pairs, in order to overcome some of the known problems with canonical MP2. Previous work with SCS-MP2 shows impressive performance in calculating energies and geometries of small model systems ${ }^{28-31}$ as well as larger host-guest systems, heats of formations, and reaction barriers. ${ }^{32-36}$ We recently tested this approach, coupled with density-fitted, local MP2 (DFLMP2) ${ }^{37}$ for the benzene dimer, obtaining highly accurate binding energies and optimized geometries. ${ }^{26}$ Local correlation methods ${ }^{38-40}$ are virtually free of BSSE by construction, meaning they do not require CP correction. They also offer the potential for linear scaling with system size, enabling the study of much larger systems than with canonical MP2. Density fitting approximations (also known as resolution of the identity, RI) of the electron repulsion integrals yield a further order of magnitude reduction in computation time. Our DF-SCS-LMP2 calculations reproduced the CCSD(T) potential energy curves ${ }^{23}$ for three orientations of the benzene dimer to within $0.1-0.2 \mathrm{kcal} \mathrm{mol}^{-1}$, in a small fraction of the time required for $\operatorname{CCSD}(\mathrm{T})$ calculation.

In an effort to simplify and further accelerate the SCSMP2 method, Head-Gordon has proposed a scaled oppositespin (SOS) method, in which the parallel-spin contribution to the MP2 energy is neglected and the antiparallel contribution is scaled by a factor of $1.3 .^{41}$ While this allows use of a faster SOS-MP2 algorithm, it has yet to be tested on all but the smallest of systems. The same group has also developed an operator to adjust scaling depending on the distance between electrons, termed modified opposite-spin (MOS), to improve upon the SOS-MP2 description of longrange interactions. ${ }^{42}$

In this paper, we calculate DF-LMP2, DF-SCS-LMP2, and DF-SOS-LMP2 interaction energies for a set of stacked nucleic acid base pairs and compare these energies with the best available estimates from the literature. ${ }^{20}$ With a view to obtaining accurate binding energies for larger and larger models of DNA, we propose a new a set of SCS scaling parameters, which we term spin-component scaled for nucleobases (SCSN), that accurately reproduce literature values for the stacked nucleic acid base pairs investigated. As a test of this DF-SCSN-LMP2 method, we compare the results to those for standard DF-LMP2 as well as the original SCS and SOS methods for a larger set of molecules, namely that denoted "S22" by Hobza et al. ${ }^{21}$ This set includes complexes bound solely by dispersion forces, by electrostatic forces alone, and by combinations of these. As such, it provides a stringent test of the SCSN parameters proposed.

## 2. Computational Procedure

All ab initio calculations were carried out with the MOLPRO package of programs, ${ }^{43}$ locally modified to separately output parallel- and antiparallel-spin electron pair energy contributions. Geometries of ten stacked nucleic acid base pairs and the S 22 set were taken from refs 20 and 21 , respectively. These geometries were obtained using the rigid monomer approximation. DF-SCS-LMP2 results employed the default scaling factors of $6 / 5$ for antiparallel spins and $1 / 3$ for parallel spins, while for DF-SOS-LMP2 data the parallel-spin scaling factor is set to zero and that of the antiparallel spins to 1.3 .

Table 1. Interaction Energies ( $\mathrm{kcal} \mathrm{mol}^{-1}$ ) of Stacked Nucleic Acid Base Pairs ${ }^{a}$

| complex | DF-LMP2 | SCS | SOS | SCSN | best estimate ${ }^{b}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $A \cdots A$ | -10.87 | -7.69 | $-6.10$ | -8.83 | -8.5 |
| A $\cdots$ C | -11.63 | -8.79 | $-7.38$ | -10.29 | -10.2 |
| A $\cdots$ U | -11.05 | -8.23 | -6.82 | -9.71 | -9.8 |
| C...C | -10.47 | -8.16 | $-7.00$ | -9.78 | -10.0 |
| $\mathrm{C} \cdots \mathrm{U}$ | -10.54 | -8.25 | $-7.10$ | -10.12 | -10.4 |
| G...A | -13.44 | -10.17 | -8.53 | -11.78 | -11.4 |
| $G \cdots C$ | -11.42 | -8.87 | $-7.59$ | -10.23 | -10.6 |
| G...G | -14.12 | -10.86 | $-9.23$ | -12.64 | -12.7 |
| $G \cdots \cup$ | -12.76 | -9.97 | -8.57 | -11.92 | -12.1 |
| U...U | -8.07 | -5.97 | -4.92 | -7.47 | -7.5 |
| RMSE | 1.31 | 1.67 | 3.02 | 0.24 |  |
| MD | 1.12 | -1.62 | $-3.00$ | -0.04 |  |
| MAD | 1.12 | 1.62 | 3.00 | 0.20 |  |

${ }^{\text {a }}$ SCS, SOS, and SCSN empirical scalings were all applied to the DF-LMP2 energy contributions from parallel- and antiparallel-spin pairs of electrons. ${ }^{b} \mathrm{CBS}(\mathrm{T})$ values from ref 20 .

Initial Hartree Fock calculations utilized the DF-HF method $^{44}$ (also referred to as RI- $\mathrm{HF}^{45}$ by some authors), but neither this nor subsequent DF-LMP2 calculations used local fitting domains. ${ }^{37,44}$ All calculations employed the aug-cc-pVTZ augmented correlation consistent basis set of Dunning et al. ${ }^{46}$ as the AO basis, with the aug-cc-pVTZ MP2fitting ${ }^{47}$ and cc-pVTZ JK-fitting ${ }^{45}$ auxiliary basis sets of Weigend et al. applied in the DF-LMP2 and DF-HF calculations, respectively.

Orbital localization was performed with the Pipek-Mezey method. ${ }^{48}$ The two most diffuse basis functions of each angular momentum type were the cause of poor localization in some cases. Their contribution was therefore removed from the localization criterion by setting the corresponding rows and columns of the overlap matrix to zero, and localized orbitals were obtained using a Newton-Raphson algorithm.

LMP2 localizes the occupied orbitals and projects out the occupied space from the virtual orbitals to create a set of projected atomic orbitals (PAOs). ${ }^{38-40}$ Excitations from the dominant part of the occupied orbitals are then restricted to subspaces (domains) of the spatially close PAOs. Domain selection was carried out using a completeness criterion of 0.985 , with the procedure described by Boughton and Pulay. ${ }^{49}$ To ensure that only domains resembling bonding interactions were generated the Löwdin charge for a hydrogen atom to be included in the domain was increased to 0.15 . Invariance to unitary transformations of the $\pi$-orbitals was achieved through merging the domains of those orbitals. Domains were all determined at large intermolecular separation and kept fixed in the calculation of the interaction energy.

## 3. Results and Discussion

Interaction energies for stacked nucleic acid base pairs are shown in Table 1 as evaluated by DF-LMP2, DF-SCSLMP2, and DF-SOS-LMP2 approaches, along with CBS(T) literature values. It is clear that DF-LMP2 itself consistently overestimates the interaction energy, leading to a root-meansquare error (RMSE) of $1.3 \mathrm{kcal} \mathrm{mol}^{-1}$. This shortcoming of MP2 and related methods has been documented before


Figure 1. Plots of the root-mean-square error (RMSE) of the interaction energies of ten stacked nucleic acid base pairs compared to literature best estimates generated by separately scaling the parallel- and antiparallel-spin electron pairs contribution to the MP2 energy: (a) shows a three-dimensional surface of the RMSE values, while (b) is a two-dimensional projection of the same surface, with symbols indicating the position of different variants of MP2.
and therefore comes as no surprise. However, there is substantial variability in the discrepancy of DF-LMP2 from literature values, the largest being $2.4 \mathrm{kcal} \mathrm{mol}^{-1}$, for $\mathrm{A} . . \mathrm{A}$ but the smallest just $0.1 \mathrm{kcal} \mathrm{mol}^{-1}$, for $\mathrm{C} . . . \mathrm{U}$.

The default SCS parameters reduce binding energy in all cases and in doing so overcompensate for the deficiencies of DF-LMP2. This is most evident in those systems for which DF-LMP2 performs well, such as C...C and C...U, whereas DF-SCS-LMP2 yields reasonable interaction energies for A...A and G...A, for which DF-LMP2 performs poorly. Thus it seems that the default parameters reported by Grimme are not ideal for this set. Still worse are the results from SOS, which performs poorly compared with both DF-LMP2 and its SCS variant. The RMSE of this method is almost twice that of those approaches, and just as with SCS it overcompensates to produce interaction energies that are smaller (in absolute terms) than literature data. Since overcompensation occurs in both cases when the antiparallel contribution is increased and the parallel decreased, this may suggest that reducing the singlet scaling and increasing the triplet may be beneficial in this case. In any case, it is clear that neither SCS nor SOS scaling factors give an overall benefit over standard DF-LMP2 for these complexes.

To assess the effect of SCS parameters on the binding energy of stacked nucleic acid base pairs, the binding energy of the ten base pairs was calculated using a range of parallel and antiparallel scaling factors, and the RMSE was compared with the best available literature values evaluated. Figure 1 displays the RMSE for both parameters in the range of $0.00-$ 2.00. This displays a valley of points with RMSE values of less than 1.0 , such that any of the scalings corresponding to those points would be a reasonable choice for nucleic acid base pairs. However, the valley is rather flat, making it difficult to visually distinguish any local minima.

To obtain a more rigorous set of parameters, code was written to locate the optimum values of scaling parameters, using the analytical gradient of the RMSE expression and the BFGS algorithm, as described in ref. 50. This resulted in optimal values of -0.53 for antiparallel spins and 2.28 for parallel, which give a very low RMSE value of 0.17 kcal $\mathrm{mol}^{-1}$. While this represents impressive accuracy, it is in effect a subtraction of correlation energy due to antiparallel
spins from the binding energy. This does not seem to be physically realistic and hence may not be transferable to other systems outside this training set. We therefore constrained both parameters to be $\geq 0.0$ : this yielded a new set of 1.76 for parallel-spin electron pairs and 0.0 (i.e., no contribution) of the antiparallel component. The RMSE value for this pair of parameters was $0.24 \mathrm{kcal} \mathrm{mol}^{-1}$, i.e. only marginally higher than the global optimum values and much lower than any of the methods tested above. Interaction energies of the ten base pairs are reported in Table 1 as DF-SCSN-LMP2. Encouragingly, unlike SCS or SOS parameters these new SCSN values reproduce accurate interaction energies for all ten base pairs, regardless of how close the original DF-LMP2 values were to the literature value.

To test the SCSN parameters, we have applied the same methodology to a larger and more varied set of complexes. To do this, we employ the set of 22 complexes denoted "S22" by Hobza et al., ${ }^{21}$ which includes stacked, hydrogen-bonded, and "mixed" complexes. Table 2 reports interaction energies for the S22 set obtained with DF-LMP2, DF-SCS-LMP2, DF-SOS-LMP2 and DF-SCSN-LMP2, along with CBS(T) literature values from ref 21. The first seven complexes (from the ammonia dimer to the Watson-Crick (WC) structure of the adenine•thymine complex) are all primarily bound by hydrogen bonding. The next eight systems (the methane dimer to the adenine•thymine stack) are all examples of London dispersion interaction, and finally the remaining seven systems have a mixture of both hydrogen bonding and dispersion binding them together.

The RMSE values again illustrate that on average DFLMP2 produces binding energies that are on average 1 kcal $\mathrm{mol}^{-1}$ from literature values. Thus, it performs rather better than the default SCS or SOS scaling. In all cases SCS reduces binding energy, yet DF-LMP2 already underestimates binding energy in several complexes. Only in cases where canonical MP2 or DF-LMP2 substantially overestimates binding, such as the benzene and pyrazine dimers and the indole benzene stacked complex, does SCS scaling produce more accurate results. In common with Table 1, SOS scaling produces binding energies that are even less negative than SCS and hence are even further from the best estimates. Although the SCSN parameters were optimized only for the

Table 2. Comparison of Interaction Energies ( $\mathrm{kcal} \mathrm{mol}^{-1}$ ) for the S 22 Set of Model Complexes ${ }^{\text {a }}$

| complex | DF-LMP2 | SCS | SOS | SCSN | best estimate ${ }^{\text {b }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ammonia dimer | -2.81 | -2.40 | -2.19 | -2.84 | -3.17 |
| water dimer | -4.62 | -4.16 | -3.94 | -5.01 | -5.02 |
| formic acid dimer | -17.30 | -15.67 | -14.86 | -19.53 | -18.61 |
| formamide dimer | -14.81 | -13.45 | -12.77 | -16.08 | -15.96 |
| uracil dimer (HBond) | -19.22 | -17.40 | -16.49 | -21.33 | -20.65 |
| 2-pyridoxine•2-aminopyridine | -15.72 | -13.74 | -12.75 | -16.75 | -16.71 |
| adenine-thymine (HBond) | -15.35 | -13.55 | -12.65 | -16.04 | -16.37 |
| methane dimer | -0.45 | -0.27 | -0.19 | -0.32 | -0.53 |
| ethene dimer | -1.33 | -0.81 | -0.54 | -1.14 | -1.51 |
| benzene-methane | -1.71 | -1.08 | -0.76 | -1.35 | -1.50 |
| benzene dimer (PD) | -4.54 | -2.51 | -1.50 | -2.91 | -2.73 |
| pyrazine dimer | -6.32 | -4.15 | -3.06 | -4.64 | -4.42 |
| uracil dimer (stacked) | -10.26 | -7.67 | -6.38 | -9.66 | -10.12 |
| indole benzene (stacked) | -7.58 | -4.52 | -3.00 | $-5.30$ | -5.22 |
| adenine•thymine (stacked) | -13.71 | -9.78 | -7.81 | -11.90 | -12.23 |
| ethene $\cdot$ ethyne | -1.26 | -0.88 | -0.69 | -1.60 | -1.53 |
| benzene -water | -3.33 | -2.71 | -2.41 | -3.23 | -3.28 |
| benzene•ammonia | -2.48 | -1.85 | -1.54 | -2.23 | -2.35 |
| benzene-hydrogen cyanide | -5.00 | -4.11 | -3.66 | -5.16 | -4.46 |
| benzene dimer (T-shape) | -3.45 | -2.33 | -1.77 | -2.89 | -2.74 |
| indole-benzene (T-shape) | -6.70 | -5.08 | -4.27 | -6.01 | -5.73 |
| phenol dimer | -7.27 | -5.94 | -5.28 | -6.90 | -7.05 |
| RMSE | 1.05 | 1.65 | 2.39 | 0.36 |  |
| MD | 0.15 | -1.26 | -1.97 | 0.04 |  |
| MAD | 0.81 | 1.26 | 1.97 | 0.27 |  |

a SCS, SOS, and SCSN empirical scalings were all applied to the DF-LMP2 energy contributions from parallel- and antiparallel-spin pairs of electrons. ${ }^{b} \mathrm{CBS}(\mathrm{T})$ values from ref 21 .
stacked nucleic acid base pairs of Table 1, they also produce excellent results for the entire S22 set. Once again, SCSN performs well both in situations where standard DF-LMP2 overestimates the dispersion energy, such as the benzene dimer, as well as in cases where the unscaled approach produces reasonable values or even underestimates the binding energy. There are few cases where SCSN produces less accurate interaction energies than DF-LMP2: these include the methane dimer, the stacked uracil dimer, and the benzene-hydrogen cyanide complex. Even in these cases, SCSN results are still within $0.7 \mathrm{kcal} \mathrm{mol}^{-1}$ of $\mathrm{CBS}(\mathrm{T})$ data. As expected, the mean deviation (MD) indicates that both SCS and SOS consistently underestimate the binding energies in the S 22 set, while the canonical and SCSN results are much more evenly spread on either side of the literature values. The mean absolute deviation (MAD) correlates with the trend seen in the RMSE values, and SCSN energies typically deviate little from the best available.

Further support for our choice of scaling factors comes from the observation that an RMSE of $0.802 \mathrm{kcal} \mathrm{mol}^{-1}$ results from the values obtained from gradient-based optimization (i.e., -0.53 for antiparallel and 2.28 for parallel: individual interaction energies are reported in the Supporting Information). While this is still an improvement over canonical DF-LMP2, it indicates that these parameters are indeed not transferable to the larger S22 set and therefore are not as applicable to a wide variety of systems as SCSN.

In our previous investigation of three isomers of the benzene dimer, DF-SCS-LMP2/aug-cc-pVTZ performed exceedingly well when compared with $\operatorname{CCSD}(\mathrm{T}) /$ aug-cc-
pVQZ results, with errors within $0.2 \mathrm{kcal} \mathrm{mol}^{-1}$ along entire potential energy scans of intermonomer separation. Applying SCSN scaling parameters to these potential energy curves (see the Supporting Information for plots of parallel-displaced and T-shaped benzene dimers) results in a slight reduction of accuracy when compared to the default SCS values. However, performance is still acceptable, with values within $0.3-0.4 \mathrm{kcal} \mathrm{mol}^{-1}$ of those from $\operatorname{CCSD}(\mathrm{T})$.

Default SCS scaling values only appear to work well when MP2 strongly overestimates the dispersion contribution to the interaction energy: this is difficult to predict a priori. Their usefulness for binding energies of truncated sections of DNA is therefore questionable, and this approach should be employed with caution, despite the encouraging results for some model systems. ${ }^{26,28,31}$ SOS amplifies this problem, and, in light of the poor performance for both sets of data, it is hard to recommend its use in the evaluation of nucleic acid binding energies. However, Figure 1 suggests that increasing the antiparallel scaling to approximately 1.7 would considerably improve binding energies of stacked base pairs. DF-SCSN-LMP2 provides excellent interaction energies for systems bound by hydrogen bonds, dispersion interaction, and a mixture of the two. The combination of its performance for the benzene dimer and a wider range of noncovalent interactions displayed in Table 2 for the S22 set of model complexes suggests that DF-SCSN-LMP2 should be capable of providing high quality interaction energies in a wide range of systems. This is therefore a promising method for investigating the structure of and interactions involved in small sections of nucleic acids and proteins and their interactions with small molecules and drugs.

As shown in Figure 1, very many combinations of parallel and antiparallel contributions give rise to low errors for the ten stacked nucleobases and hence to a valley of acceptable solutions. As such, the specific scaling parameters we recommend should probably not be overinterpreted for physical meaning. However, it does seem evident that in all acceptable combinations the sum of parallel and antiparallel contributions is less than 2.0 , i.e., one must reduce the binding energy due to electron correlation from that given by canonical MP2 to obtain RMSE < 1.0. As these SCSN scaling parameters have been specifically optimized for obtaining accurate binding energies for noncovalent interactions, and more specifically such interactions between nucleic acid base pairs, they have not been tested for general quantum chemical applicability. This is in contrast to both SCS- and SOS-MP2 which were designed to be more general methods. As such, we cannot currently recommend that SCSN scaling is utilized in applications other than the evaluation of noncovalent interactions.

The SCSN parameters were optimized based on parallel and antiparallel contributions evaluated with the aug-ccpVTZ basis set. While the use of larger basis sets has not been extensively tested, it may be possible that doing so will produce binding energies further from the literature best estimates. Smaller basis sets should be employed with caution when the reference energy is obtained with $\mathrm{DF}-\mathrm{HF}$ as the SCF BSSE is unlikely to be minimized in such situations. Existing basis set extrapolation schemes such as that of Helgaker et al. ${ }^{51,52}$ can be generally expected to increase the binding energy of noncovalently bound systems, and hence at the CBS limit the SCS- and SOS-MP2 interaction energies should be improved while the typically overbinding canonical MP2 will be worse. As SCSN produces values very close to the literature values with the aug-cc-pVTZ basis set, an extrapolation will either improve or worsen a result depending on which side of the literature value the original value lies. It should also be noted that as SCSN completely neglects the contribution to the correlation energy from antiparallelspin electron pairs the existing extrapolation schemes will be less optimal than in the case of canonical MP2.

As in the case of SOS-MP2, it may be possible to derive a more efficient algorithm for SCSN-MP2, since the contributions from antiparallel-spin electron pairs are neglected. However, as the SCSN scaling is readily applied to the already highly efficient DF-LMP2 results at no additional computational cost, this seems unnecessary at present. Additionally, DF-LMP2 provides qualitatively correct descriptions of noncovalent interactions, such that comparison of DF-SCSN-LMP2 with canonical DF-LMP2 binding energies may act as a form of "sanity check" highlighting potentially problematic systems.

## 4. Conclusions

The combination of the DF-LMP2 approach with empirical SCS scaling that appeared so promising for the benzene dimer has been shown to provide, on average, worse quality interaction energies for stacked nucleic acid base pairs and the S22 set of noncovalent interactions than canonical DFLMP2. SOS scaling, which neglects the parallel-spin electron
pair contribution, provides binding energies that are further still from the best estimate literature values. We hence propose a set of alternative SCS scaling parameters where the antiparallel contribution to the energy is eliminated and the parallel scaling is set to 1.76 . These values were obtained by calculating the rms error from literature values for 10 stacked base pairs over a wide range of parameters. Gradientbased optimization indicated a physically unrealistic set of parameters, which despite giving a very small RMSE are not transferable to a more varied set of complexes. We term these new parameters "spin-component scaled for nucleobases" (SCSN) MP2 or DF-SCSN-LMP2.

Validation of this approach used Hobza's S22 set of model complexes as well as potential energy scans of the benzene dimer. This confirms that the SCSN method provides excellent quality results for a range of noncovalent interactions including hydrogen bonding and dispersion interactions. SCSN again outperforms the other scaling parameters on test, in addition to canonical DF-LMP2. These interactions are typical of those present between DNA bases, such that the SCSN scaling parameters are promising for study of such systems. The SCSN variant of DF-LMP2 seems especially promising, as the local nature of the electron correlation ensures that BSSE is minimized and potentially expensive counterpoise corrections can be avoided. The relatively low cost of the DF-LMP2 approach also means that reasonably large basis sets can be employed. When SCSN scaling is applied, the current evidence indicates that the result can be expected to be within $0.5 \mathrm{kcal} \mathrm{mol}^{-1}$ of that from much more expensive extrapolation and correction schemes.

Supporting Information Available: Potential energy curves for both the parallel-displaced and T-shaped configurations of the benzene dimer, along with interaction energies for stacked nucleic acid base pairs obtained with SCS parameters of -0.53 and 2.28 . This material is available free of charge via the Internet at http://pubs.acs.org.
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#### Abstract

Density-functional theory (DFT) and coupled-cluster singles-and-doubles (CCSD) theory are applied to compute the nuclear magnetic resonance (NMR) shielding and indirect nuclear spin-spin coupling constants of o-benzyne, whose biradical nature makes it difficult to study both experimentally and theoretically. Because of near-equilibrium triplet instabilities that follow from its biradical character, the calculated DFT NMR properties of $o$-benzyne are unusually sensitive to details of the exchange-correlation functional. However, this sensitivity is greatly reduced if these properties are calculated at the equilibrium of the chosen functional. A strong correlation is demonstrated between the quality of the calculated indirect spin-spin coupling constants and the quality of the calculated lowest triplet excitation energy in o-benzyne. Orbitalunrelaxed coupled-cluster theory should be less affected by such instabilities, and the CCSD NMR properties were only calculated at the experimental equilibrium geometry. For the shielding constants, the results in best agreement with experimental results are obtained with CCSD theory and with the Keal-Tozer KT1 and KT2 functionals. For the triply bonded carbon atoms, these models yield an isotropic shielding of 1.3, -3.3 , and -1.2 ppm , respectively, compared with the experimentally observed shielding of 3.7 ppm for incarcerated o-benzyne. For the indirect spin-spin coupling constants, the CCSD model and the Perdew-Burke-Ernzerhof functional both yield reliable results; for the most interesting spin-spin coupling constant, ${ }^{1} J(\mathrm{C} \equiv \mathrm{C})$, we obtain 210 and 209 Hz with these two models, respectively, somewhat above the recently reported experimental value of $177.9 \pm 0.7 \mathrm{~Hz}$ for o-benzyne inside a molecular container, suggesting large incarceration effects.


## 1. Introduction

The NMR shielding tensor of the triply bonded carbon atom of the $1,2-{ }^{13} \mathrm{C}$-substituted $o$-benzyne was first measured by

[^10]Orendt et al. ${ }^{1}$ in 1996, who also presented quantum-chemical calculations using Hartree-Fock (HF) theory, second-order Møller-Plesset theory, and density-functional theory (DFT) with the Becke-Lee-Yang-Parr (BLYP) functional. These calculations indicated that there are large electron-correlation contributions to the shielding of the triply bonded carbon atom-in particular, for the individual tensor components. Moreover, only the DFT results were found to agree well
with experimental results, and the existence of a large antisymmetric component of the shielding tensor for an atom in a distorted triple bond was confirmed. Subsequently, in 1997, the shielding and indirect nuclear spin-spin coupling constants of o-benzyne were studied experimentally by Warmuth ${ }^{2}$ and theoretically by Jiao et al. ${ }^{3}$ In the experimental investigation of Warmuth, o-benzyne was trapped by guest incarceration inside a molecular container, allowing its nuclear magnetic resonance (NMR) spectrum to be recorded. In particular, the carbon-carbon triple-bond spin-spin coupling was measured at $177.9 \pm 0.7 \mathrm{~Hz}$-that is, within the expected range for such bonds. These findings were supported by DFT calculations, ${ }^{3}$ which gave a value of 192 Hz.

Because $o$-benzyne has a weak biradical character, with a low-lying excited triplet state, it presents a challenge for single-reference methods-in particular, for spin-restricted methods, as needed for the study of NMR parameters. Moreover, because of experimental problems related to its instability, no complete NMR spectrum has yet been recorded of the isolated $o$-benzyne molecule. Thus, the first analysis of the shielding tensor of the triply bonded carbon atom was performed in an argon matrix, ${ }^{1}$ while the more recent experimental spectrum, providing the remaining shielding constants and a number of spin-spin coupling constants, was recorded for $o$-benzyne inside a molecular container. ${ }^{2}$ Clearly, there may be significant differences between the measured NMR parameters and the corresponding values of an isolated molecule, as indicated by incarceration changes of the NMR parameters for other molecules. Therefore, the NMR parameters of the isolated o-benzyne molecule are not yet known precisely.

In view of the unusual character of o-benzyne and the difficulties it presents to both theory and experiments, we have here undertaken an independent theoretical study of this compound, with an aim to establish its NMR parameters reliably. At the same time, we analyze the performance of various popular DFT exchange-correlation functionals with respect to the calculation of NMR parameters of this difficult system.

## 2. Computational Details

The ACES II package was used in the coupled-cluster singles-and-doubles (CCSD) calculations; ${ }^{4}$ all the DFT results were obtained using Dalton. ${ }^{5}$ The NMR parameters and excitation energies were calculated using coupled-cluster and DFT linear response theory, using a closed-shell singlet reference wave function. The CCSD spin-spin calculations were carried out with all electrons correlated, without orbital relaxation. In the CCSD and DFT shielding calculations, London atomic orbitals were used to ensure gauge-origin invariant results. ${ }^{6}$
A. DFT Functionals. Concerning the choice of DFT functionals, it has over the past few years become apparent that it is preferable to use different functionals for the nuclear shielding constants and for the indirect nuclear spin-spin coupling constants. Thus, for shielding constants, recent investigations by Keal et al. ${ }^{7}$ have revealed that the KealTozer KT1 and KT2 functionals ${ }^{8}$ perform very well, out-
performing the local-density approximation (LDA), ${ }^{9}$ the BLYP functional, ${ }^{10,11}$ and the Becke-3-parameter-Lee-Yang-Parr (B3LYP) hybrid functional. ${ }^{11,12}$ For the indirect spin-spin coupling constants, early experience indicated that performance improves in the sequence LDA, BLYP, and B3LYP; ${ }^{13}$ moreover, in a study of small rigid hydrocarbons, ${ }^{14}$ it was observed that B3LYP provides couplings that rival those of wave-function methods such as multiconfigurational self-consistent field theory, the second-order polarization propagator approximation, and CCSD theory. More recently, however, it has emerged that other functionals give better coupling constants than does B3LYP. Thus, from the work of Maximoff et al. ${ }^{15}$ and Keal et al., ${ }^{16}$ it has been established that superior overall performance (at least for light atoms) is provided by the $\mathrm{B} 97-2^{17}$ and $\mathrm{B} 97-3^{18}$ semiempirical functionals, while hydrocarbons (especially CH couplings) are best served by the Perdew-Burke-Ernzerhof (PBE) functional. ${ }^{19}$

In view of these findings, we have, in our study of $o$-benzyne, carried out calculations using the following generalized gradient approximation (GGA) and hybrid functionals: the semiempirical BLYP GGA functional (fitted to noble-gas results) and B3LYP hybrid functional (fitted also to thermochemistry); the nonempirical Perdew-Wang 91 (PW91) ${ }^{20}$ and PBE GGA functionals, both based on the properties of the slowly varying electron gas; the nonempirical KT1 and semiempirical KT2 GGA functionals; and the 10-parameter semiempirical B97-1 (fitted to thermochemistry) and B97-2 (fitted also to accurate exchangecorrelation potentials) hybrid modifications of Becke's 97 (B97) functional. We also examined the performance of the LDA, CAM-B3LYP, ${ }^{21}$ and B97-3 functionals but found these to be unsuitable, giving either erroneous geometries or instabilities in the calculation of the NMR parameters.
B. Basis Sets. At all levels of theory, the calculation of NMR shielding and spin-spin coupling constants is highly sensitive to the quality of the one-electron basis set. The reliable calculation of the usually dominant Fermi-contact (FC) contribution to spin-spin coupling constants, in particular, requires a flexible inner-core $s$ basis, containing functions with large exponents-see, for instance, refs 22 and 23. In our calculations, we have therefore used the correla-tion-consistent core-valence $X$-tuple cc-pCVXZ basis sets, which combine such flexibility with the flexibility needed in coupled-cluster theory.

Unless otherwise stated, we have in the DFT calculations used the cc-pCVTZ triple- $\zeta$ basis, ${ }^{24}$ consisting of a [12s7p3d1f/ $6 s 5 p 3 d 1 f]$ carbon basis and a [5s2p1d/3s2p1d] hydrogen basis, with a total of 314 contracted Gaussians for $o$-benzyne. In the more expensive CCSD calculations, the cc-pCVTZ basis set was used for the shielding constants and for the dominant FC contribution to the indirect spin-spin coupling constants. To reduce cost, the remaining spin-spin contri-butions-that is, the spin-dipole (SD), the diamagnetic spinorbit (DSO), and the paramagnetic spin-orbit (PSO) contributions-were calculated in cc-pCVDZ double- $\zeta$ basis. Finally, to examine basis-set convergence in the inner-core region, selected additional spin-spin coupling calculations

Table 1. Nuclear Shielding Constants in o-Benzyne (ppm)

| experimental geometry ${ }^{\text {a }}$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | BLYP | PW91 | PBE | KT1 | KT2 | B3LYP | B97-1 | B97-2 | HF | CCSD | exp. ${ }^{\text {b }}$ |
| C1 | -34.1 | -31.8 | -30.6 | -10.5 | -12.2 | -34.7 | -30.4 | -26.8 | -42.1 | 1.3 | $3.7{ }^{c}$ |
| C3 | 46.6 | 48.3 | 49.2 | 63.3 | 61.9 | 48.3 | 51.3 | 53.7 | 58.4 | 67.6 | 59.5 |
| C4 | 35.3 | 38.1 | 39.2 | 55.5 | 53.9 | 38.1 | 42.2 | 44.9 | 55.4 | 59.0 | 48.2 |
| H3 | 24.8 | 24.6 | 24.5 | 24.6 | 24.6 | 24.7 | 24.7 | 24.6 | 24.4 | 24.6 | $25.2^{\text {d }}$ |
| H4 | 24.0 | 23.8 | 23.7 | 23.9 | 23.9 | 24.0 | 24.0 | 24.0 | 24.6 | 24.2 | $25.8{ }^{\text {d }}$ |
| optimized geometry |  |  |  |  |  |  |  |  |  |  |  |
|  | BLYP | PW91 | PBE | KT1 | KT2 | B3LYP | B97-1 | B97-2 | HF |  |  |
| C1 | -24.8 | -21.3 | -20.5 | -3.3 | -1.2 | -20.2 | -16.4 | -12.0 | -9.6 |  |  |
| C3 | 46.0 | 48.9 | 49.4 | 61.4 | 63.8 | 50.3 | 52.4 | 56.2 | 62.5 |  |  |
| C4 | 31.5 | 35.6 | 36.4 | 51.4 | 53.2 | 36.3 | 39.8 | 43.7 | 53.6 |  |  |
| H3 | 24.8 | 24.6 | 24.5 | 24.6 | 24.9 | 24.9 | 24.8 | 24.9 | 25.0 |  |  |
| H4 | 24.0 | 23.8 | 23.7 | 23.8 | 24.1 | 24.2 | 24.1 | 24.1 | 24.9 |  |  |

${ }^{a}$ From microwave measurements. ${ }^{31} \quad{ }^{b}$ Recomputed from the experimental data of ref 2, using for the absolute shielding of C in TMS 186.37 ppm and for H in TMS $32.775 \mathrm{ppm} .{ }^{37}{ }^{c}$ This constant is -6.6 ppm in ref 1 , see text and Table 2. ${ }^{d}$ Use of incarceration shifts of 1.23 and 3.48 ppm from Table 1 of ref 2 gives 26.6 and 25.0 ppm for H 3 and H 4 , respectively.

Table 2. Shielding Tensor of the Triply Bonded Carbon Atom in o-Benzyne (ppm)

| component $^{a}$ | CCSD $^{b}$ | $\mathrm{HF}^{b}$ | $\mathrm{KT1}^{b}$ | exp. ${ }^{\text {c }}$ |
| :--- | ---: | ---: | ---: | :--- |
| $\sigma_{\mathrm{n}}$ | -53.6 | -58.3 | -62.2 | -53.6 |
| $\sigma_{\perp}$ | -84.7 | -150.4 | -63.9 | -79.6 |
| $\sigma_{\\|}$ | 142.0 | 179.8 | 116.2 | 113.4 |
| angle | 12.9 | 18.4 | 14.1 | $\pm 6.7$ |
| $\sigma_{\text {antisym }}$ | -90.5 | -143.6 | -73.3 | not available |
| $\sigma_{\text {aniso }}$ | 211.2 | 284.1 | 179.3 | 180.0 |
| $\sigma_{\text {ave }}$ | 1.3 | -9.6 | -3.3 | -6.6 |

${ }^{a} \sigma_{\mathrm{n}}$ is the out-of-plane tensor component; $\sigma_{\perp}$ and $\sigma_{\| \mid}$are the inplane components, approximately (see the line "angle") perpendicular and parallel to the triple bond. ${ }^{b}$ CCSD results at the experimental geometry, ${ }^{31} \mathrm{HF}$ and KT1 at the optimized geometries. ${ }^{c}$ Recomputed from the experimental data of ref 1 , using for the absolute carbon shielding in TMS 186.37 ppm .
were carried out in the larger cc-pCVQZ quadruple- $\zeta$ basis, in contracted and uncontracted forms.

For DFT calculations of indirect nuclear spin-spin coupling constants, the HIIIsu3 basis set ${ }^{13}$ has been shown to yield good results and has been extensively used for hydrocarbons ${ }^{25}$ and, in particular, for the calculation of vibrational corrections to spin-spin coupling constants. ${ }^{26}$ This basis consists of Huzinaga's HIII basis set ${ }^{27,28}$ with the polarization functions and contractions of van Wüllen ${ }^{29}$ and Kutzelnigg et al. ${ }^{30}$ To ensure flexibility near the nuclei, the $s$ functions have been decontracted and three steep $s$ functions added in an even-tempered manner. We have used the HIIIsu3 basis to check the convergence of the cc-pCVTZ and cc-pCVQZ calculations and also for the calculation of vibrational corrections to the spin-spin coupling constants.
C. Geometries. The choice of molecular geometry is often a critical one in theoretical studies of molecular properties. A good approach is often to use consistently the experimental geometry. For $o$-benzyne, an experimental gas-phase geometry is available from recent microwave measurements. ${ }^{31}$ However, because of its biradical character, o-benzyne has a low-lying triplet excited state that is poorly described by single-reference spin-restricted methods. In particular, in the spin-restricted reference wave functions used here (the HF
reference wave function of CCSD and the Kohn-Sham noninteracting reference wave function of DFT), triplet instabilities are found near the minimum of the potentialenergy surface. In such situations, the best description of triplet perturbations is obtained at the minimum of the chosen electronic-structure model-for example, the minimum of a specific DFT functional. Even small deviations from this geometry (when the experimental geometry or a geometry optimized with a different functional is used) may seriously affect the quality of calculated triplet properties such as the FC contributions to spin-spin coupling constants and triplet excitation energies. For this reason, we have in our o-benzyne study carefully considered the effect of calculating triplet properties at both the experimental geometry and the optimized geometry.

For DFT, two sets of calculations were therefore carried out for each functional-one at the experimental geometry, another one at the geometry obtained by energy minimization, using the same functional as in the subsequent NMR calculation. This minimization shortened the triple bond in all cases, by up to 2.4 pm from the experimental value of 126.4 pm , whereas the $\mathrm{C}-\mathrm{C} \equiv \mathrm{C}$ bond angle increased by up to $1.1^{\circ}$ from the experimental value of $126.4^{\circ}$. In HF theory, the triple bond of 121.5 pm is much too short, while the $\mathrm{C}-\mathrm{C} \equiv \mathrm{C}$ bond angle is $127.6^{\circ}$. The all-electron CCSD/ cc-pCVTZ geometry minimization was prohibitively expensive. For the CCSD model, therefore, we report here only NMR parameters calculated at the experimental geometry.

Although the geometry changes upon DFT energy minimization are relatively small, they significantly improve the calculated shielding and spin-spin coupling constants-in particular, for the atoms involved in the triple bond (see below). However, because we have not uncovered any general correlations (valid for all functionals) between the geometry changes and the changes in the NMR parameters upon energy minimization, we do not discuss the geometry changes further here, noting only that a good agreement with the experimental geometry does not necessarily translate into good NMR parameters.

In the following, the carbon atoms are numbered clock-

Table 3. Indirect Nuclear Spin-Spin Coupling Constants in o-Benzyne, Calculated in the cc-pCVTZ Basis at the Experimental Geometry ${ }^{\text {a }}(\mathrm{Hz})$

|  | BLYP | PW91 | PBE | KT1 | KT2 | B3LYP | B97-1 | B97-2 | CCSD |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{1} \mathrm{~J}(\mathrm{C} 1 \equiv 2)$ | 236.4 | 664.9 | 225.9 | 213.0 | 434.1 | 577.3 | 448.5 | 566.4 | 210.2 |
| ${ }^{1} \mathrm{~J}(\mathrm{C} 2-\mathrm{C} 3)$ | 75.4 | 121.9 | 69.4 | 69.8 | 96.7 | 108.9 | 109.3 | 110.1 | 83.4 |
| ${ }^{1} \mathrm{~J}(\mathrm{C} 3=\mathrm{C} 4)$ | 59.7 | 68.8 | 54.1 | 55.8 | 63.9 | 68.8 | 74.3 | 69.4 | 63.3 |
| ${ }^{1} J(C 4-C 5)$ | 77.9 | 90.0 | 71.8 | 73.8 | 83.9 | 90.1 | 93.2 | 89.2 | 77.2 |
| ${ }^{2} J$ (C1C3) | 3.2 | -45.3 | 1.5 | 1.9 | -21.0 | -24.4 | -16.3 | -24.9 | 2.0 |
| ${ }^{2} J$ (C1C5) | -15.4 | -90.4 | -16.4 | -15.2 | -53.1 | -73.2 | -52.0 | -68.7 | -13.8 |
| ${ }^{2} J$ (C3C5) | -0.8 | -11.9 | -1.4 | -1.3 | -7.4 | -7.2 | -6.4 | -7.6 | -3.3 |
| ${ }^{3} \mathrm{~J}$ (C1C4) | 14.2 | 83.7 | 14.4 | 13.6 | 48.2 | 69.3 | 49.7 | 66.2 | 13.5 |
| ${ }^{3} \mathrm{~J}$ (C3C6) | 2.1 | 9.8 | 2.2 | 1.8 | 5.8 | 6.6 | 6.4 | 7.4 | 4.8 |
| ${ }^{1} \mathrm{~J}(\mathrm{C} 3 \mathrm{H} 3)$ | 166.5 | 174.2 | 152.4 | 159.4 | 180.0 | 170.4 | 166.6 | 157.9 | 155.8 |
| ${ }^{1} J(\mathrm{C} 4 \mathrm{H} 4)$ | 147.5 | 146.3 | 134.6 | 141.0 | 155.4 | 144.6 | 143.9 | 134.7 | 137.4 |
| ${ }^{2} J(\mathrm{C} 2 \mathrm{H} 3)$ | -6.3 | -51.7 | -7.3 | -4.0 | -22.8 | -36.9 | -23.3 | -31.1 | -5.8 |
| ${ }^{2} \mathrm{~J}(\mathrm{C} 3 \mathrm{H} 4)$ | 8.9 | 8.6 | 8.1 | 9.9 | 9.9 | 8.9 | 7.1 | 7.1 | 4.0 |
| ${ }^{2} J(\mathrm{C} 4 \mathrm{H} 3)$ | 7.4 | -1.8 | 6.6 | 8.4 | 4.8 | 1.3 | 3.0 | 1.7 | 4.5 |
| ${ }^{2} J(\mathrm{C} 4 \mathrm{H} 5)$ | 11.3 | 12.8 | 10.5 | 12.4 | 13.7 | 13.1 | 10.5 | 10.9 | 6.5 |
| ${ }^{3} J(\mathrm{C} 1 \mathrm{H} 3)$ | 11.3 | 57.5 | 11.6 | 9.6 | 28.4 | 44.5 | 28.8 | 36.8 | 8.6 |
| ${ }^{3} \mathrm{~J}(\mathrm{C} 1 \mathrm{H} 5)$ | 15.5 | -7.9 | 14.4 | 16.6 | 5.2 | -6.8 | 3.1 | -2.1 | 13.1 |
| ${ }^{3} \mathrm{~J}$ (C3H5) | 14.2 | 12.4 | 13.4 | 15.1 | 15.1 | 11.9 | 12.6 | 11.8 | 11.5 |
| ${ }^{3} \mathrm{~J}$ (C4H6) | 5.5 | 13.3 | 5.3 | 5.5 | 9.1 | 11.1 | 8.9 | 9.7 | 5.6 |
| ${ }^{4} J(\mathrm{C} 1 \mathrm{H} 4)$ | 11.9 | 37.9 | 11.9 | 12.2 | 26.8 | 32.6 | 21.8 | 26.6 | 4.7 |
| ${ }^{4} J$ ( C 3 H 6$)$ | -2.6 | -8.3 | -2.6 | -2.7 | -5.4 | -5.8 | -5.0 | -5.5 | -3.3 |
| ${ }^{3} J$ ( H 3 H 4$)$ | 5.1 | 3.3 | 4.6 | 4.5 | 4.2 | 3.1 | 3.9 | 3.4 | 4.6 |
| ${ }^{3} J$ ( H 4 H 5$)$ | 3.7 | 5.5 | 3.3 | 2.9 | 4.3 | 5.4 | 4.4 | 4.4 | 4.0 |
| ${ }^{4} \mathrm{~J}$ ( H 3 H 5$)$ | 0.5 | 2.4 | 0.5 | 0.5 | 1.3 | 2.2 | 1.1 | 1.3 | -0.4 |
| ${ }^{5} \mathrm{~J}$ ( H 3 H 6$)$ | 2.8 | 7.7 | 2.8 | 2.6 | 4.6 | 5.6 | 4.0 | 4.4 | 2.0 |

a From microwave measurements. ${ }^{31}$
wise, beginning with the triple bond $\mathrm{C} 1 \equiv \mathrm{C} 2$. The hydrogen atoms are numbered likewise, with $\mathrm{H} n$ attached to $\mathrm{C} n$.

## 3. Results

A. NMR Shielding Constants. A comparison of the experimental and calculated shielding constants in Table 1 indicates that the best results are obtained with the KT1 and KT2 functionals, in agreement with the conclusions of ref 8. For the carbon atoms, the KT1 and KT2 shielding constants (at the optimized geometries) are fairly close to both the CCSD values and the experimental values. However, because we have not calculated vibrational corrections for the shielding constants and because the experimental values of refs 1 and 2 differ noticeably, we cannot draw any definite conclusions regarding the quality of the calculated shielding constants.

For all DFT functionals, geometry relaxation increases the C 1 shielding and reduces the C4 shielding, while the C3 changes are smaller and less systematic. For the triply bonded C 1 atom, the shortening of the triple bond upon relaxation significantly improves agreement with experimental results, as also observed in ref 3 . This effect is particularly pronounced in HF theory, where the C 1 shielding changes by more than 30 ppm upon geometry relaxation.

The hydrogen shielding constants in Table 1 differ from the experimental values by more than is usual for such constants. Also, unlike the experimental values, all of our calculations (except the HF calculation at the experimental geometry) indicate that H3 is more shielded than H4. However, one should bear in mind that the experimental
values quoted in Table 1 ( 25.2 and 25.8 ppm for H 3 and H 4 , respectively) were obtained by assuming the same large incarceration shift of 2.7 ppm for the two protons in $o$-benzyne, equal to the incarceration shift in benzene. ${ }^{2}$ For other molecules, the two incarceration shifts differ signifi-cantly-for example, using the shifts of 1.23 and 3.48 ppm in Table 1 of ref 2, we obtain instead 26.6 and 25.0 ppm , respectively, for the H 3 and H 4 shieldings in $o$-benzyne.

As seen from Table 2, the CCSD, HF, and KT1 shielding constants $\sigma_{\text {ave }}$ calculated for the triply bonded carbon atom are in reasonable agreement both with experiment and with one another. However, for the HF model, this agreement arises from a fortuitous cancellation of the errors in the inplane tensor components. Moreover, whereas the HF anisotropy is too large, the CCSD and KT1 anisotropies are closer to the experimental values. Consequently, it appears that the HF antisymmetric component is too large-the much lower (in absolute value) CCSD and KT1 results are in better agreement with each other. The KT1 shielding components of the triply bonded carbon atom agree also with the BLYP results of ref 1.
B. Indirect Nuclear Spin-Spin Coupling Constants. 1. Calculation of Spin-Spin Coupling Constants. In Tables 3 and 4, we have listed the indirect nuclear spin-spin coupling constants in o-benzyne, calculated at the experimental geometry of ref 31 and at the optimized geometry, respectively. There is an unusually large variation among the results obtained with the different DFT functionals. A comparison with CCSD suggests that the most accurate DFT values are those obtained with the PBE functional, at its optimized

Table 4. Indirect Nuclear Spin-Spin Coupling Constants in o-Benzyne, Calculated in the cc-pCVTZ Basis at the Optimized Geometry ${ }^{\text {a }}$ (Hz)

|  | BLYP | PW91 | PBE ${ }^{\text {b }}$ | KT1 | KT2 | B3LYP | B97-1 | B97-2 | vib. ${ }^{\text {c }}$ | exp. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{1} \mathrm{~J}(\mathrm{C} 1 \equiv \mathrm{C} 2)$ | 222.3 | 389.2 | 208.7 | 205.7 | 309.7 | 322.2 | 310.3 | 334.0 | -1.0 | $177.9 \pm 0.7$ |
| ${ }^{1} \mathrm{~J}$ (C2-C3) | 80.6 | 103.7 | 74.7 | 74.0 | 92.4 | 96.8 | 104.4 | 99.0 | -2.6 | $75.7 \pm 0.9$ |
| ${ }^{1} \mathrm{~J}(\mathrm{C} 3=\mathrm{C} 4)$ | 54.2 | 60.0 | 48.9 | 49.9 | 57.3 | 61.5 | 67.8 | 62.4 | -1.1 | $50.9 \pm 0.8$ |
| ${ }^{1} \mathrm{~J}$ (C4-C5) | 76.0 | 84.1 | 71.3 | 72.9 | 81.6 | 82.6 | 88.7 | 83.6 | -0.7 | $71.0 \pm 0.8$ |
| ${ }^{2} \mathrm{~J}$ (C1C3) | 5.5 | -18.1 | 4.1 | 3.6 | -8.3 | -3.9 | -3.8 | -5.8 | -3.2 |  |
| ${ }^{2} \mathrm{~J}$ (C1C5) | -12.5 | -47.7 | -13.0 | -13.6 | -33.3 | -31.3 | -29.3 | -33.0 | -3.0 |  |
| ${ }^{2} \mathrm{~J}$ (C3C5) | -1.0 | -8.2 | -1.5 | -1.7 | -5.8 | -4.2 | -4.9 | -5.1 | -0.8 |  |
| ${ }^{3} \mathrm{~J}$ (C1C4) | 12.0 | 43.8 | 11.9 | 12.6 | 30.2 | 30.1 | 28.6 | 32.6 | 3.7 |  |
| ${ }^{3} \mathrm{~J}$ (C3C6) | 2.2 | 7.2 | 2.2 | 1.9 | 4.8 | 4.9 | 5.5 | 5.9 | 0.3 |  |
| ${ }^{1} \mathrm{~J}(\mathrm{C} 3 \mathrm{H} 3)$ | 167.4 | 172.2 | 153.7 | 162.9 | 177.1 | 166.6 | 165.2 | 154.4 | 3.5 |  |
| ${ }^{1} \mathrm{~J}(\mathrm{C} 4 \mathrm{H} 4)$ | 149.1 | 148.6 | 135.3 | 142.8 | 153.7 | 145.6 | 144.5 | 134.1 | 1.8 |  |
| ${ }^{2} \mathrm{~J}(\mathrm{C} 2 \mathrm{H} 3)$ | -1.3 | -21.9 | -2.3 | 0.8 | -10.3 | -11.6 | -9.2 | -11.6 | -0.3 |  |
| ${ }^{2} \mathrm{~J}(\mathrm{C} 3 \mathrm{H} 4)$ | 9.1 | 7.3 | 8.1 | 10.1 | 9.1 | 7.6 | 6.6 | 6.1 | 0.0 |  |
| ${ }^{2} \mathrm{~J}(\mathrm{C} 4 \mathrm{H} 3)$ | 6.2 | 0.5 | 5.4 | 7.4 | 4.3 | 3.0 | 3.0 | 2.4 | -0.4 |  |
| ${ }^{2} J(\mathrm{C} 4 \mathrm{H} 5)$ | 11.6 | 11.0 | 10.9 | 13.1 | 12.7 | 10.7 | 9.5 | 9.3 | 0.4 |  |
| ${ }^{3} \mathrm{~J}(\mathrm{C} 1 \mathrm{H} 3)$ | 9.0 | 28.0 | 9.1 | 8.1 | 17.4 | 19.1 | 16.1 | 17.9 | 3.4 |  |
| ${ }^{3} \mathrm{~J}$ (C1H5) | 15.3 | 6.5 | 14.5 | 15.8 | 11.4 | 8.2 | 9.7 | 8.3 | -0.6 |  |
| ${ }^{3} \mathrm{~J}$ (C3H5) | 13.5 | 13.0 | 12.9 | 14.4 | 14.7 | 12.1 | 12.3 | 11.7 | 0.7 |  |
| ${ }^{3} \mathrm{~J}$ (C4H6) | 4.7 | 8.7 | 4.6 | 4.7 | 7.0 | 6.9 | 6.6 | 6.6 | 0.5 |  |
| ${ }^{4} \mathrm{~J}(\mathrm{C} 1 \mathrm{H} 4)$ | 9.8 | 20.5 | 9.9 | 11.1 | 17.6 | 14.7 | 12.8 | 13.6 | 1.5 |  |
| ${ }^{4} \mathrm{~J}$ (C3H6) | -2.5 | -5.8 | -2.5 | -2.6 | -4.4 | -4.0 | -4.0 | -4.2 | -0.1 |  |
| ${ }^{3} \mathrm{~J}(\mathrm{H} 3 \mathrm{H} 4)$ | 4.8 | 4.6 | 4.4 | 3.9 | 4.6 | 4.4 | 4.3 | 4.2 | 0.4 |  |
| ${ }^{3} \mathrm{~J}$ ( H 4 H 5$)$ | 3.2 | 4.4 | 3.0 | 2.5 | 3.7 | 4.2 | 3.8 | 3.7 | 0.4 |  |
| ${ }^{4} \mathrm{~J}$ ( H 3 H 5$)$ | 0.2 | 0.8 | 0.2 | 0.3 | 0.5 | 0.6 | 0.3 | 0.3 | 0.2 |  |
| ${ }^{5} \mathrm{~J}$ (H3H6) | 2.4 | 5.0 | 2.6 | 2.3 | 3.7 | 3.5 | 3.0 | 3.1 | 0.1 |  |

${ }^{a}$ Experimental data of ref 2. ${ }^{b}$ Very similar results are obtained in the cc-pCVQZ basis-for instance, ${ }^{1} \mathrm{~J}(\mathrm{C} 1 \equiv \mathrm{C} 2)=205.4 \mathrm{~Hz},{ }^{1} \mathrm{~J}(\mathrm{C} 2-\mathrm{C} 3)$ $=74.6 \mathrm{~Hz},{ }^{1} \mathrm{~J}(\mathrm{C} 3=\mathrm{C} 4)=49.2 \mathrm{~Hz}$, and ${ }^{1} \mathrm{~J}(\mathrm{C} 4-\mathrm{C} 5)=71.4 \mathrm{~Hz}$-and in the uncontracted cc-pCVQZ basis-see Table 7. ${ }^{c}$ Zero-point vibrational corrections calculated at the PBE/cc-pCVTZ level of theory.

Table 5. Lowest Triplet Excitation Energy in o-Benzyne, Calculated at the Experimental and Optimized Geometry (eV)a

| geometry | BLYP | PW91 | PBE | KT1 | KT2 | B3LYP | B97-1 | B97-2 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| experimental | 1.687 | 0.824 | 1.608 | 1.783 | 1.134 | 0.915 | 1.163 | 1.044 |
| optimized | 1.889 | 1.181 | 1.828 | 1.912 | 1.469 | 1.425 | 1.587 | 1.544 |

${ }^{a}$ The experimental ${ }^{33}$ and EOM-CCSD excitation energies are 1.656 and 2.037 eV , respectively ${ }^{b}$ Ref 31 .
geometry. Except for the very small ${ }^{4} J(H 3 H 5)$ constant, all PBE coupling constants have the correct sign and are similar to the CCSD constants. Moreover, when PBE and CCSD differ, the PBE values are sometimes closer to the experimental values, indicating that the difference may arise from a CCSD error. Recently, in a comparison of 20 density functionals, the PBE functional was shown to yield the best ${ }^{1} J(\mathrm{CH})$ constants. ${ }^{15}$ Although, in a subsequent study, PBE did not show the same good performance for other coupling constants and other molecules, ${ }^{16}$ it performs very well indeed for hydrocarbons.

The accuracy of the calculated spin-spin coupling constants, which is usually dictated by the accuracy of the FC contribution, correlates strongly with the quality of the lowest vertical triplet excitation energies listed in Table 5, computed with linear response theory using the same functional as in the energy optimization. ${ }^{32}$ In all cases, geometry optimization increases the triplet excitation energy, indicating that the optimization moves the molecule away from the nearby triplet instability. Thus, whenever the lowest calculated triplet excitation energy at the experimental geometry is much too small (for PW91, KT2, B3LYP, B97-1, and B97-2), the corresponding ${ }^{1} J(\mathrm{C} 1 \equiv \mathrm{C} 2)$ coupling constant is too large by
a factor of $2-3$. At the optimized geometry, where the calculated excitation energy is much closer to the accurate (experimental and theoretical) value of about $1.65 \mathrm{eV}, 33,34$ the calculated coupling constant is smaller and closer to the experimental value. These correlations between the lowest triplet excitation energy and the spin-spin coupling constants are easily understood from Ramsey's theory, ${ }^{35}$ where the dominant FC contribution is expressed as a sum over triplet states, with excitation energies in the denominator. Among the DFT functionals, the very poor performance of the PW91 functional is striking-in particular, in comparison with the good performance of the similarly constructed PBE functional. Apparently, the PW91 functional provides a poor description of triplet perturbations in this molecule, giving a FC contribution to the ${ }^{1} J(\mathrm{C} 1 \equiv \mathrm{C} 2)$ coupling constant that is 3 times larger than that obtained with the PBE functional.

To understand better the reasons for the large errors in the DFT spin-spin coupling constants of $o$-benzyne, we have calculated, at the same levels of theory, the coupling constants of acetylene, both at the $D_{\infty h}$ equilibrium geometry and at a bent $C_{2 v}$ geometry with an $\mathrm{H}-\mathrm{C} \equiv \mathrm{C}$ bond angle of $135.0^{\circ}$. At equilibrium, the DFT acetylene results are all consistent with one another-in the cc-pCVTZ basis, for

Table 6. ${ }^{1} J(\mathrm{C} 1 \equiv \mathrm{C} 2)$ Coupling Constant in Acetylene and o-Benzyne $(\mathrm{Hz})^{a}$

|  | BLYP | PW91 | PBE | KT1 | KT2 | B3LYP | B97-1 | B97-2 | CCSD | exp. |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| linear $\mathrm{C}_{2} \mathrm{H}_{2}$ | 222.1 | 221.0 | 209.8 | 211.3 | 220.1 | 225.2 | 235.8 | 224.6 | 202.5 | $185.0^{b}$ |
| bent $\mathrm{C}_{2} \mathrm{H}_{2}{ }^{a}$ | 221.0 | 267.2 | 206.5 | 210.1 | 261.7 | 253.7 | 259.6 | 271.0 | 196.9 |  |
| o-benzyne | 236.4 | 664.9 | 225.9 | 213.0 | 434.1 | 577.3 | 448.5 | 566.4 | 210.2 | $177.9 \pm 0.7$ |

${ }^{a}$ All calculations in the cc-pCVTZ basis. The $\mathrm{H}-\mathrm{C} \equiv \mathrm{C}$ angle is $135.0^{\circ}$ in the bent $\mathrm{C}_{2} \mathrm{H}_{2}$ model, compared with $126.4^{\circ}$ in $o$-benzyne. ${ }^{b}$ See ref 38 for a discussion of this (derived) $\mathrm{C}_{2} \mathrm{H}_{2}$ equilibrium spin-spin coupling constant and ab initio results. The experimental gas-phase value of ${ }^{1} \mathrm{~J}$ $(\mathrm{C} 1 \equiv \mathrm{C} 2)$ is $174.78 \pm 0.02 \mathrm{~Hz} .{ }^{37}$
Table 7. Carbon-Carbon Indirect Nuclear Spin-Spin Coupling Constants in o-Benzyne and Benzene (Hz)

|  | o-benzyne |  |  |  |  |  |  | benzene ${ }^{\text {a }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | PBE ${ }^{\text {b }}$ | PBE ${ }^{\text {c }}$ | PBE ${ }^{d}$ | PW91e | PW91 ${ }^{\text {f }}$ | CCSD ${ }^{\text {g }}$ | exp. ${ }^{h}$ | PBE ${ }^{\text {b }}$ |
| ${ }^{1} \mathrm{~J}(\mathrm{C} 1 \equiv \mathrm{C} 2)$ | 208.7 | 203.0 | 211.7 | 389.2 | 191.9 | 210.2 | $177.9 \pm 0.7$ | 50.6 |
| ${ }^{1} \mathrm{~J}(\mathrm{C} 2-\mathrm{C} 3)$ | 74.7 | 73.8 | 76.7 | 103.7 | 72.8 | 83.4 | $75.7 \pm 0.9$ |  |
| ${ }^{1} \mathrm{~J}(\mathrm{C} 3=\mathrm{C} 4)$ | 48.9 | 48.5 | 50.4 | 60.0 | 49.8 | 63.3 | $50.9 \pm 0.8$ |  |
| ${ }^{1} \mathrm{~J}$ (C4-C5) | 71.3 | 70.5 | 72.8 | 84.1 | 69.0 | 77.2 | $71.0 \pm 0.8$ |  |
| ${ }^{2} \mathrm{~J}$ (C1C3) | 4.1 | 3.5 | 3.7 | 18.1 | $3.4{ }^{i}$ | 2.0 |  | -0.5 |
| ${ }^{2} \mathrm{~J}$ (C1C5) | -13.0 | -14.0 | -14.5 | -47.7 | $-10.9{ }^{\text {i }}$ | -13.8 |  |  |
| ${ }^{2} \mathrm{~J}$ (C3C5) | -1.5 | -1.9 | -1.9 | -8.2 | -1.3 | -3.3 |  |  |
| ${ }^{3} \mathrm{~J}$ (C1C4) | 11.9 | 13.2 | 13.7 | 43.8 | 10.8 | 13.5 |  | 9.2 |
| ${ }^{3} \mathrm{~J}$ (C3C6) | 2.2 | 2.9 | 2.9 | 7.2 | 2.1 | 4.8 |  |  |

${ }^{a}$ Only the unique ${ }^{1} J(C C),{ }^{2} J(C C)$, and ${ }^{3} J(C C)$ coupling constants are tabulated. ${ }^{b}$ Calculation in the cc-pCVTZ basis at optimized geometry. ${ }^{c}$ Calculation in the uncontracted cc-pCVQZ basis at optimized geometry. ${ }^{d}$ Calculation in the HIIlsu3 basis at optimized geometry. ${ }^{e}$ Calculation in the cc-pCVTZ basis at PW91 optimized geometry. ${ }^{f}$ Calculation by Jiao et al. ${ }^{3}{ }^{g}$ FC term calculated in the cc-pCVTZ basis, the remaining terms in the cc-pCVDZ basis. ${ }^{h}$ Experimental results from ref $2 .{ }^{i}$ It appears from this compilation that in ref 3 the ${ }^{2} J(C 1 C 3)$ and ${ }^{2} J$ (C1C5) constants have been interchanged.
example, all ${ }^{1} J(\mathrm{C} 1 \equiv \mathrm{C} 2)$ values are between 209 and 236 Hz , see Table 6. Moreover, the DFT couplings are noticeably closer to the CCSD value of 203 Hz than to the experimental value of 185 Hz . At this geometry, the error relative to the experiment arises from basis-set incompleteness-when the FC contribution is recalculated in the cc-pCVQZ basis, we obtain 189 Hz at the PBE level and 180 Hz at the CCSD level. By contrast, in bent acetylene, the differences among the DFT functionals become large, albeit not as large as in $o$-benzyne (the $\mathrm{C}-\mathrm{C} \equiv \mathrm{C}$ angle in $o$-benzyne is $126.4^{\circ}$ ).

In Table 7, we have listed the carbon-carbon spin-spin coupling constants of $o$-benzyne calculated at different levels of theory, together with the experimental values and the coupling constants in benzene. First, comparing the ccpCVTZ, uncontracted-cc-pCVQZ, and HIIIsu3 coupling constants calculated with the PBE functional, we find good agreement overall, with the largest differences for the ${ }^{1} J(\mathrm{C} \equiv \mathrm{C})$ coupling. For this coupling, the three basis sets yield $208.7,203.0$, and 211.7 Hz , respectively. Noting that the cc-pCVTZ and HIIIsu3 results never differ by more than 3 Hz , we conclude that the cc-pCVTZ basis set has sufficient flexibility in the core region.

Next, we note that the PBE/cc-pCVTZ value of 209 Hz for ${ }^{1} J(\mathrm{C} \equiv \mathrm{C})$ differs dramatically from the PW91/cc-pCVTZ value of 389 Hz . By contrast, Jiao et al. ${ }^{3}$ obtained 192 Hz for this coupling, also with the PW91 functional. The reason for their better agreement with the experimental value of 178 Hz is the use of a shorter triple-bond length-interested primarily in the bonding of o-benzyne, these authors deduced the geometry from a comparison of the calculated and experimental NMR parameters. For many functionals, including PW91, the one-bond spin-spin coupling constant
decreases strongly with a shortening of the triple bond, explaining the discrepancy between our results and those of Jiao et al. ${ }^{3}$
2. Survey of Spin-Spin Coupling Constants. In the following, we shall survey the indirect nuclear spin-spin coupling constants of o-benzyne, basing our discussion on the CCSD results and on the PBE results obtained at the optimized geometry, taking these to be the most reliable complete sets of coupling constants for this molecule.

For the one-bond carbon-carbon coupling constants, we first note the strong coupling across the triple bond. Indeed, our PBE/cc-pCVTZ value of 209 Hz , close to the CCSD value of 210 Hz , suggests that ${ }^{1} J(\mathrm{C} 1 \equiv \mathrm{C} 2)$ in isolated $o$-benzyne at equilibrium is larger than both the DFT result of Jiao et al. ( 192 Hz ) and the experimental result of Warmuth ( 178 Hz ). Whereas the discrepancy with Jiao et al. arises from different geometries in the calculations, the discrepancy with the experiment arises because we have neglected the effects of incarceration inside a molecular container. Because incarceration is likely to affect the geometry of o-benzyne, it will also affect the geometrysensitive coupling across the triple bond.

The remaining PBE one-bond carbon-carbon coupling constants are, like those of Jiao et al., ${ }^{3}$ in good agreement with the experimental measurements, differing by only $1-2$ Hz . On the other hand, the agreement with the CCSD values, which are too high by $5-15 \mathrm{~Hz}$, is now poorer. (We note that the rovibrational corrections discussed below make the agreement of all these constants with the experimental values slightly poorer.) Finally, in agreement with the experimental values, the $\mathrm{PBE}^{1} J(\mathrm{C} 3=\mathrm{C} 4)$ value of 49 Hz is closest to the one-bond carbon - carbon coupling of 51 Hz in benzene, the

PBE values of ${ }^{1} J(\mathrm{C} 2-\mathrm{C} 3)$ and ${ }^{1} J(\mathrm{C} 4-\mathrm{C} 5)$ being 75 and 71 Hz , respectively.

Regarding the geminal and vicinal carbon-carbon spinspin coupling constants in o-benzyne, we note that the PBE constants agree well with our CCSD results and almost as well with the PW91 results of Jiao et al., ${ }^{3}$ provided we interchange their ${ }^{2} J(\mathrm{C} 1 \mathrm{C} 3)$ and ${ }^{2} J(\mathrm{C} 1 \mathrm{C} 5)$ values. Interestingly, whereas the geminal coupling is only -0.5 Hz in benzene, it is much stronger in o-benzyne, varying from -13 to +4 Hz ; furthermore, whereas the vicinal coupling is 9 Hz in benzene, the two distinct vicinal couplings are 2 and 12 Hz in $o$-benzyne. Clearly, all carbon-carbon couplings are strongly affected by the triple bond in o-benzyne, not just those close to the triple bond.

Turning our attention to the carbon-proton interactions, we note from Table 4 that the value of the one-bond coupling ${ }^{1} J(\mathrm{C} 4 \mathrm{H} 4)$ of 135 Hz differs little from that in benzene (136 $\mathrm{Hz})$, whereas the coupling next to the triple bond ${ }^{1} J(\mathrm{C} 3 \mathrm{H} 3)$ is enhanced by about 20 Hz . By contrast, the geminal and vicinal carbon - proton couplings are more strongly affected, as can be rationalized from the more delocalized character of these couplings. Thus, the geminal carbon-proton couplings in o-benzyne vary between -2.3 and 10.9 Hz (compared with 2.5 Hz in benzene); similarly, the vicinal couplings of o-benzyne vary between 4.6 and 14.5 Hz (compared with 6.7 Hz in benzene). Finally, we note that the long-range ${ }^{4} J(\mathrm{C} 1 \mathrm{H} 4)$ coupling of 12 Hz differs significantly both from the ${ }^{4} J(\mathrm{C} 3 \mathrm{H} 6)$ coupling of -2.6 Hz and from the corresponding benzene coupling of -0.7 Hz . Regarding the proton-proton interactions, the differences between o-benzyne and benzene are smaller, the values of ${ }^{3} J(\mathrm{HH}),{ }^{4} J(\mathrm{HH})$, and ${ }^{5} J(\mathrm{HH})$ in benzene being $6.0,1.2$, and 0.5 Hz , respectively.

The relative importance of the different Ramsey contri-butions-that is, the FC, SD, DSO, and PSO contributionsis essentially the same at all levels of theory. We base the following discussion on the geometry-optimized PBE results, because we were unable to carry out the all-electron CCSD calculations of all four contributions in the cc-pCVTZ basis. The FC term dominates most of the coupling constants-in particular, the large ones. The PSO contribution is relatively large for the one-bond carbon-carbon couplings and constitutes, for example, about $13 \%$ of ${ }^{1} J(\mathrm{C}=\mathrm{C})$. The PSO term is important also for the proton-proton coupling constants, although it is here canceled by the DSO term as happens also in many other molecules-see, for example, ref 36. Except when it cancels the PSO term, the DSO term is always small. The SD term is significantly smaller but relevant (in relative terms) for some of the smaller constants. For the coupling across the triple bond, the PSO and SD terms both contribute about $2 \%$ but cancel coincidentally.

We have estimated the zero-point vibrational corrections to the spin-spin coupling constants as described by Ruden et al., ${ }^{26}$ including anharmonic as well as harmonic contributions. In evaluating the vibrational corrections, the first and second derivatives of the spin-spin coupling constants are calculated numerically, while the force constants are obtained numerically from analytically calculated gradients.

In Table 4, we have listed the corrections calculated at the PBE/cc-pCVTZ level of theory. A comparison with the HIIIsu3 results reveals a large uncertainty in the vibrational correction to ${ }^{1} J(\mathrm{C} 1 \equiv \mathrm{C} 2)$, due to a near cancellation of the harmonic and anharmonic contributions. In particular, for this coupling constant, the cc-pCVTZ and HIIIsu3 vibrational corrections are -1.0 and 0.5 Hz , respectively. [The remaining corrections are much less basis-set-dependent, except for an uncertainty of about 1 Hz in the ${ }^{1} J(\mathrm{C} 3 \mathrm{H} 3)$ and ${ }^{1} J(\mathrm{C} 4 \mathrm{H} 4)$ corrections.] Thus, although the sign of the vibrational correction to ${ }^{1} J(\mathrm{C} 1 \equiv \mathrm{C} 2)$ is unknown, its magnitude is small, modifying the coupling constant by less than $1 \%$. Clearly, the large difference between the calculated and measured ${ }^{1} J(\mathrm{C} 1 \equiv \mathrm{C} 2)$ values does not arise from vibrations.

From Table 4, we note that the vibrational corrections to the one-bond spin-spin coupling constants in o-benzyne are all small, never exceeding $3 \%$ of the total coupling. By contrast, the geminal and vicinal corrections are largereducing, for example, ${ }^{2} J(\mathrm{C} 1 \mathrm{C} 3)$ from 4.1 to 0.7 Hz and increasing ${ }^{3} J(\mathrm{C} 1 \mathrm{H} 3)$ from 9.1 to 12.5 Hz . Interestingly, the vibrational corrections to the small geminal and vicinal ${ }^{2} J(\mathrm{C} 1 \mathrm{C} 3),{ }^{3} J(\mathrm{C} 1 \mathrm{C} 4)$, and ${ }^{2} J(\mathrm{C} 1 \mathrm{C} 5)$ coupling constants are all larger in magnitude than the vibrational correction to the much larger one-bond ${ }^{1} J(\mathrm{C} 1 \mathrm{C} 2)$ coupling constant. Although these corrections may be unimportant for the comparison with incarcerated $o$-benzyne, they do illustrate that indirect nuclear spin-spin coupling constants can sometimes be dramatically affected by molecular vibrations.

## 4. Conclusions

We have carried out an extensive theoretical study of the NMR parameters in o-benzyne, using DFT and coupledcluster theory. Because of its special structure and biradical character, the calculation of these parameters for o-benzyne is difficult, the results depending critically on the choice of exchange-correlation functional and on the reference geometry. In general, we find that the DFT results become significantly more reliable when calculated at the optimized geometry, using the same functional for the geometry optimization and the calculation of NMR parameters. At these optimized geometries, the electronic structure (as described by restricted theories) appears to be less strained and less affected by, for example, triplet instabilities, as seen by comparing the lowest triplet excitation energy in $o$ benzyne calculated at the experimental and optimized geometries. We note that unrestricted electronic-structure theory cannot be used in our calculations to describe the unperturbed reference state because the associated spin contamination would make the calculation of NMR parameters meaningless.

Comparing the performance of the different exchangecorrelation functionals at the optimized geometries, we find that the best results (in comparison with CCSD theory) are obtained with the KT1 and KT2 functionals for the shielding constants and by the PBE functional for the indirect spinspin coupling constants. These findings are reassuring in the sense that these conclusions, regarding the relative performance of different functionals for NMR parameters, agree
with recent benchmark studies on other molecules. We are therefore confident that the results obtained with these functionals, at the optimized geometries, are qualitatively correct and may be meaningfully compared with experimental and previous theoretical results. Indeed, with these functionals, the agreement with the available experimental results is good.

Numbering the atoms consecutively, beginning with the triply bonded carbon atoms, we obtain $-3.3,61$, and 51 ppm for the $\mathrm{C} 1, \mathrm{C} 3$, and C 4 shieldings, respectively, at the KT1/ cc-pCVTZ level of theory, compared with the experimental values of $3.7,60$, and 48 ppm . Particularly noteworthy is the small shielding constant of the triply-bonded carbon atom, in agreement with the experimental results. The differences may arise either from an inadequacy of the exchangecorrelation functional or from incarceration.

For the spin-spin coupling constants, we find the performance of the single-reference PBE method similar to the performance of CCSD. At the PBE/cc-pCVTZ level of theory, we obtain 205 Hz for ${ }^{1} J$ across the triple bond in isolated $o$-benzyne at equilibrium, 49 Hz across the double bond, and 75 and 71 Hz across the single bonds adjacent and not adjacent to the triple bond, respectively; the corresponding experimental values for the incarcerated molecule are $178,51,76$, and 71 Hz , respectively. Comparing also with CCSD theory, we believe that the discrepancy with the experimental triple-bond spin-spin coupling is again due to incarceration and that the true equilibrium carbon - carbon triple-bond spin-spin coupling in o-benzyne is about 200 Hz.
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#### Abstract

The interactions of the first-row hydrides ( $\mathrm{HF}, \mathrm{H}_{2} \mathrm{O}$, and $\mathrm{NH}_{3}$ ) with CIF have been investigated by performing calculations at the second-order perturbation theory based on the Møller-Plesset partition of the Hamiltonian with the aug-cc-pVTZ basis set. The geometries and vibrational frequencies in the present study were obtained by carrying out explicit counterpoise-corrected optimization. In order to understand that the CI-X-type ( $\mathrm{X}=\mathrm{F}, \mathrm{O}$, and N ) structure is more stable than the corresponding hydrogen-bonded structure in these complexes, the electronic properties were also investigated. Furthermore, the symmetry-adapted perturbation theory calculations were performed to gain more insight into the nature of the hydrogen-bond and $\mathrm{Cl}-\mathrm{X}$-type interactions. The analysis of the interaction energy components indicates that, in contrast to the hydrogen-bonded complexes, the inductive and dispersive interaction is the most important term in the $\mathrm{Cl}-\mathrm{X}$-type complexes, as we progress from HF to $\mathrm{NH}_{3}$.


## 1. Introduction

The number of individual crystal structures, in which weak interactions have been reported to be important, has grown rapidly in recent years. ${ }^{1-3}$ Therefore, understanding the nature of these intermolecular interactions is a necessary step toward a full rationalization of the packing and also a key preliminary step to design new crystals. By consideration that crystal packing results from the sum of many different contributions of directional and nondirectional intermolecular interactions, it is important that different types of interactions should be considered jointly in structure analysis. Recently, although research has traditionally focused on the more well-known hydrogen-bonded interactions, ${ }^{3-6}$ a growing system of experimental and theoretical evidence confirms that interactions such as $-\mathrm{X}-\mathrm{Y}-(\mathrm{X}=\mathrm{F}, \mathrm{Cl}, \mathrm{Br}$, or $\mathrm{I} ; \mathrm{Y}=\mathrm{N}, \mathrm{O}, \mathrm{S}$ or $\pi)$ similarly play important roles in crystal engineering. ${ }^{7-32}$

Although the natures of hydrogen bonds and interactions of the $-X-Y-$ type are different, it is still significant to compare the hydrogen bond with the interactions of the $-\mathrm{X}-$ Y- type. So in this paper, we investigated the nature of

[^11]hydrogen bond and $-\mathrm{X}-\mathrm{Cl}-$ type interactions of ClF with the first hydrides ( $\mathrm{HF}, \mathrm{H}_{2} \mathrm{O}$, and $\mathrm{NH}_{3}$ ). We focused on the lowest interaction potential complexes of the investigated hydrogen-bonded and $-\mathrm{X}-\mathrm{Cl}-$ type complexes. To further investigate the relative importance of electrostatic, dispersion, induction, and exchange-repulsion energies of these hydrogenbonded and $-\mathrm{X}-\mathrm{Cl}-$ type (also referred to in this paper as X-Cl-type) complexes, we have decomposed the interaction energies into these components using symmetry-adapted perturbation theory (SAPT). ${ }^{33,34}$

## 2. Theoretical Methods

All the results presented in this work were produced by employing either conventional supermolecular (SM) variational or SAPT methods. ${ }^{33,34}$ Though the SM method is conceptually and computationally simple, it does not provide a clear picture of the interaction forces which are responsible for the interaction. On the other hand, the SAPT method computes the interaction energy directly as a sum of electrostatic, exchange-repulsion, induction, and dispersion contributions so that a physical interpretation of the interactions between the complex monomers can be evinced. The
details of the calculations are briefly elaborated to aid in the discussion of the results.
2.1. Supermolecular Calculations. The second-order Møller-Plesset theory (MP2) ${ }^{35}$ has been shown to be effective and accurate in determining the equilibrium structure and binding energy for many hydrogen-bonded and other weakly bonded complexes. ${ }^{36}$ The basis set applied here is Dunning's correlation consisted basis set aug-cc-pVTZ. ${ }^{37}$ The basisset superposition error (BSSE) was eliminated by the standard counterpoise (CP) correction method of Boys and Bernardi. ${ }^{38}$ Again, some authors claimed that the normal recipe of counterpoise correction of carrying out a singlepoint correction without further optimization could not find the correctly optimized structures and frequencies. They advocated that geometrical parameters, vibrational frequencies, and energies should be determined using explicit BSSE corrections. ${ }^{39-42}$ So in the present study, ab initio structures of complexes were determined using counterpoise-corrected gradient optimization at the MP2(full)/aug-cc-pVTZ level. No symmetries were constrained in the optimization. Frequency calculations were performed to verify that the structures were minima on the potential energy surface. The BSSE-corrected vibrational frequencies and hence the zeropoint vibrational energy (ZPVE) corrections were also evaluated for all complexes at the same theory level. The analysis went further with those obtained by means of the natural bond orbital (NBO) theory of Weinhold and coworkers. ${ }^{43}$ The NBO analysis will allow us to quantitatively evaluate the charge transfer (CT) involving the formation of a hydrogen bond or halogen bond. All ab initio calculations were carried out with the Gaussian 03 suite of programs. ${ }^{44}$ NBO analysis was conducted on the MP2optimized structures, the Hartree-Fock (HF) densities, and the built-in subroutines of the Gaussian 03 program.

The performance of the all-electron MP2 method with the aug-cc-pVTZ basis set is examined by studying four small monomer molecules. The optimal bond lengths of HF and CIF calculated at the MP2(full)/aug-cc-pVTZ level are 0.9202 and $1.6346 \AA$, respectively, which is in very good agreement with the experimental values of 0.9170 and 1.6281 $\AA .{ }^{45}$ For water, the MP2(full)/aug-cc-pVTZ bond length of $0.9590 \AA$ and bond angle of $104.2^{\circ}$ compare well with the experimental bond length of $0.9555 \AA$ and bond angle of $104.5^{\circ} .{ }^{45}$ For ammonia, the MP2(full)/aug-cc-pVTZ bond length of $1.0098 \AA$ and bond angle of $106.8^{\circ}$ also compare well with the experimental bond length of $1.0120 \AA$ and bond angle of $106.7^{\circ} .{ }^{45}$
2.2. SAPT Calculations. In this study, the SAPT calculations reported here used the correlation level technically designated as SAPT2, and they were carried out using the aug-cc-pVTZ basis set at the MP2(full)/aug-cc-pVTZ geometry. The SAPT interaction energy can be represented as $E_{\text {int }}=E_{\mathrm{int}}^{\mathrm{HF}}+E_{\mathrm{int}}{ }^{\mathrm{CORR}}$, where $E_{\mathrm{int}}{ }^{\mathrm{HF}}$ is the sum of all of the energy components evaluated at the Hartee-Fock level and $E_{\text {int }}{ }^{\text {CORR }}$ is the sum of all of the energy components evaluated at the corrected level. $E_{\mathrm{int}}{ }^{\mathrm{HF}}$ can be represented as
$E_{\text {int }}{ }^{\mathrm{HF}}=E_{\text {elst }}{ }^{(10)}+E_{\text {exch }}{ }^{(10)}+E_{\text {ind,resp }}{ }^{(20)}+$

$$
E_{\text {exch-ind,resp }}{ }^{(20)}+\delta E_{\text {intresesp }}
$$



Figure 1. MP2(full)/aug-cc-pVTZ optimized low-energy structures (distances in $\AA$ ). The dashed lines indicate noncovalent bond.

The superscript ( $a b$ ) denotes orders in perturbation theory with respect to the intermolecular interaction operator and the intramolecular correlation operator, respectively. It can be seen from the above equation that the HF interaction energy includes first-order polarization and exchange and second-order induction and exchange-induction contributions. The subscript "resp" indicates that the induction and exchange-induction contributions include the coupledperturbed HF response. ${ }^{46} \delta E_{\text {int }}{ }^{\text {HF }}$ contains the third- and higher-order HF induction and exchange induction contributions.

We have employed the SAPT2 approach, in which the correlative portion of the interaction energy $E_{\text {int }}{ }^{\text {CORR }}$ is nearly equivalent to the supermolecular MP2 correlation energy and can be represented as

$$
\begin{aligned}
E_{\text {int }}{ }^{\text {CORR }}=E_{\text {elst,resp }}{ }^{(12)}+E_{\text {exch }}{ }^{(11)}+E_{\text {exch }}^{(12)}+{ }^{t} E_{\text {ind }}{ }^{(22)}+ \\
{ }^{t} E_{\text {exch-ind }}{ }^{(22)}+E_{\text {disp }}{ }^{(20)}+E_{\text {exch-disp }}{ }^{(20)}
\end{aligned}
$$

Where ${ }^{t} E_{\text {ind }}{ }^{(22)}$ represents the part of $E_{\text {ind }}{ }^{(22)}$ that is not included in $E_{\text {ind,resp }}{ }^{(20)}$. A more detailed description of SAPT and some of its applications can be found in some recent references. ${ }^{33,34,47-52}$ SAPT calculations were performed using the SAPT2002 program. ${ }^{53}$

## 3. Results and Discussion

3.1. Geometrical Parameters, Interaction Energies, and Vibrational Frequencies. The equilibrium geometries for the minimum energy hydrogen-bonded and X -Cl-type structures of ClF with the first hydrides $\left(\mathrm{HF}, \mathrm{H}_{2} \mathrm{O}\right.$, and $\left.\mathrm{NH}_{3}\right)$ are displayed in Figure 1. Theoretical results for the interaction energies of these complexes are summarized in Table 1. Some selected geometrical parameters and vibrational frequencies are given in Tables 2 and 3.

Table 1 lists the interaction energies $(\Delta E)$, BSSE, interaction energies corrected for $\operatorname{BSSE}\left(\Delta E^{\mathrm{CP}}\right)$, ZPVE, interaction energies corrected for both $\operatorname{BSSE}$ and ZPVE ( $\left.\Delta E^{\mathrm{CP}+\mathrm{ZPVE}}\right)$, and intermolecular distances ( $R_{\text {int }}$ ) obtained at the MP2(full)/ aug-cc-pVTZ level. The importance of the inclusion of electron correlation in the description of these complexes can be seen from the values of $\Delta E_{\text {corr. }}$. It is clear from Table

Table 1. Interaction Energies without ( $\Delta E$ ) and with ( $\Delta E^{C P}$ ) BSSE Correction and BSSE, ZPVE, and Interaction Energies for Both BSSE and ZPVE ( $\Delta E^{\text {CP }}$ +ZPVE $)^{\text {a,b }}$

|  | CIF $\cdots \mathrm{HF}$ | $\mathrm{CIF} \cdots \mathrm{H}_{2} \mathrm{O}$ | $\mathrm{CIF} \cdots \mathrm{H}_{3} \mathrm{~N}$ | $\mathrm{HF} \cdots \mathrm{CIF}$ | $\mathrm{H}_{2} \mathrm{O} \cdots \mathrm{CIF}$ | $\mathrm{H}_{3} \mathrm{~N} \cdots \mathrm{CIF}$ |
| :--- | :---: | :---: | :---: | :---: | ---: | ---: |
| $\Delta E$ | -3.066 | -2.088 | -1.627 | $-\mathbf{2 . 8 4 4}$ | $-\mathbf{5 . 9 5 4}$ | $-\mathbf{1 2 . 6 2 3}$ |
| $\Delta E_{\text {corr }}$ | -1.733 | -1.653 | -1.471 | $-\mathbf{1 . 5 3 7}$ | $-\mathbf{3 . 7 4 5}$ | $-\mathbf{1 1 . 1 8 4}$ |
| BSSE | 1.055 | 0.792 | 0.689 | $\mathbf{0 . 4 7 2}$ | $\mathbf{0 . 8 3 8}$ | $\mathbf{1 . 7 1 9}$ |
| $\Delta E^{\text {CP }}$ | -2.011 | -1.296 | -0.938 | $-\mathbf{2 . 3 7 2}$ | $-\mathbf{5 . 1 1 6}$ | $-\mathbf{1 0 . 9 0 3}$ |
| ZPVE | 1.077 | 0.763 | 0.493 | $\mathbf{0 . 6 3 9}$ | $\mathbf{1 . 3 4 8}$ | $\mathbf{2 . 1 3 3}$ |
| $\Delta E^{\text {CP }+ \text { ZPVE }}$ | -0.934 | -0.533 | -0.445 | $-\mathbf{1 . 7 3 3}$ | $-\mathbf{3 . 7 6 8}$ | $-\mathbf{8 . 7 7 0}$ |
| $R_{\text {int }}$ | 1.9810 | 2.2475 | 2.4567 | $\mathbf{2 . 7 4 0 2}$ | $\mathbf{2 . 5 4 3 8}$ | $\mathbf{2 . 2 6 3 6}$ |

${ }^{\text {a }}$ All energies are in $\mathrm{kcal} / \mathrm{mol} ; \Delta E_{\text {corr }}$ is determined from the difference between MP2 and HF binding energies (not corrected); $R_{\text {int }}$ is the intermolecular distance. ${ }^{b}$ Numbers in bold are values of the corresponding X -Cl-type complexes.

Table 2. Selected Geometrical Parameters ( $\AA$ and deg), Frequencies ( $\mathrm{cm}^{-1}$ ), and IR Intensities ( $\mathrm{km} / \mathrm{mol}$ ) of Hydrogen-Bonded Complexes Calculated at the MP2(full)/aug-cc-pVTZ Level ${ }^{a}$
hydrogen-bonded complexes

| parameters | hydrogen-donor monomer | hydrogen-acceptor monomer | $\mathrm{F}-\mathrm{H} \cdots \mathrm{F}-\mathrm{Cl}$ | $\mathrm{HO}-\mathrm{H} \cdots \mathrm{F}-\mathrm{Cl}$ | $\mathrm{H}_{2} \mathrm{~N}-\mathrm{H} \cdots \mathrm{F}-\mathrm{Cl}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\angle X-H \cdots F$ |  |  | 173.9 | 146.0 | 143.8 |
| $R(\mathrm{H} \cdots \mathrm{F})$ |  |  | 1.9810 | 2.2475 | 2.4567 |
| $R(\mathrm{X}-\mathrm{H})$ | $\begin{array}{r} 0.9202 \\ 0.9590 \\ 1.0098 \end{array}$ |  | 0.9229 | 0.9597 | 1.0099 |
| $\Delta R(\mathrm{X}-\mathrm{H})$ |  |  | 0.0027 | 0.0007 | 0.0001 |
| freq ( $\mathrm{X}-\mathrm{H}$ ) | $\begin{gathered} 4135.3(121.2) \\ 845.7(5.8) \\ 532.9(3.1) \end{gathered}$ |  | 4075.0 (349.6) | 3841.6 (12.9) | 3532.5 (5.9) |
| $\Delta$ freq ( $\mathrm{X}-\mathrm{H}$ ) |  |  | 60.3 | 4.10 | 0.40 |
| R(CI-F) |  | 1.6346 | 1.6421 | 1.6392 | 1.6375 |
| freq (Cl-F) |  | 806.5 (27.8) | 797.2 (33.8) | 800.7 (31.0) | 802.8 (30.6) |

${ }^{a} \mathrm{X}$ represents the F atom of HF , the O atom of $\mathrm{H}_{2} \mathrm{O}$, and the N atom of $\mathrm{NH}_{3}$; values in parentheses are IR intensities.

Table 3. Selected Geometrical Parameters ( $\AA$ and deg), Frequencies ( $\mathrm{cm}^{-1}$ ), and IR Intensities (in $\mathrm{km} / \mathrm{mol}$ ) of X-Cl-type Complexes Calculated at the MP2(full)/ aug-cc-pVTZ Level ${ }^{\text {a }}$

| parameters | halogen-donor monomer | complexes with halogen acceptor |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | FH | $\mathrm{OH}_{2}$ | $\mathrm{NH}_{3}$ |
| FCl $\cdots \mathrm{XH}_{n}$ |  |  |  |  |
| $\angle \mathrm{F}-\mathrm{Cl} \cdots \mathrm{X}$ |  | 178.1 | 179.8 | 180.0 |
| $R(\mathrm{Cl} \cdots \mathrm{X})$ |  | 2.7402 | 2.5438 | 2.2636 |
| R(CI-F) | 1.6346 | 1.6396 | 1.6507 | 1.7046 |
| freq (CI-F) | $\begin{aligned} & 806.5 \\ & (27.8) \end{aligned}$ | $\begin{aligned} & 796.8 \\ & (42.3) \end{aligned}$ | $\begin{aligned} & 768.5 \\ & (84.2) \end{aligned}$ | $\begin{aligned} & 641.8 \\ & (227.5) \end{aligned}$ |
| $\Delta$ freq ( $\mathrm{Cl}-\mathrm{F}$ ) |  | 9.7 | 38 | 164.7 |

${ }^{a} \mathrm{X}$ represents the F atom of HF , the O atom of $\mathrm{H}_{2} \mathrm{O}$, and the N atom of $\mathrm{NH}_{3}$; values in parentheses are IR intensities.

1 that the interaction energies of these hydrogen-bonded minimum structures decrease in the order $\mathrm{HF}>\mathrm{H}_{2} \mathrm{O}>\mathrm{NH}_{3}$. This order is correlated to the electronegativity of the X atom of the hydride. On the contrary, the interaction energies of these corresponding $\mathrm{X}-\mathrm{Cl}$-type minimum structures increase in the order $\mathrm{HF}<\mathrm{H}_{2} \mathrm{O}<\mathrm{NH}_{3}$. This order is reasonable because the gas-phase basicity of the halogen atom acceptors is in the same order.

It is interesting to compare the hydrogen-bonded minimum structures $\left(\mathrm{ClF}-\mathrm{H}_{n} \mathrm{X}\right)$ with the corresponding $\mathrm{X}-\mathrm{Cl}$-type minimum structures $\left(\mathrm{H}_{n} \mathrm{X}-\mathrm{ClF}\right)$. The BSSE-uncorrected


Figure 2. Comparison of the BSSE- and ZPVE-corrected interaction energies [MP2(full)/aug-cc-pVTZ] of all the hydrogenbonded and $\mathrm{X}-\mathrm{Cl}$-type complexes.
interaction energies $(\Delta E)$ of the hydrogen-bonded complex $\mathrm{ClF}-\mathrm{HF}$ is larger than those for the corresponding $\mathrm{X}-\mathrm{Cl}-$ type complex $\mathrm{HF}-\mathrm{ClF}$. However, the BSSE-corrected interaction energies ( $\Delta E^{\mathrm{CP}}$ ) of the $\mathrm{X}-\mathrm{Cl}$-type structure $\mathrm{HF}-$ CIF are larger than those for the hydrogen-bonded structure CIF-HF by $0.361 \mathrm{kcal} / \mathrm{mol}$. A plot of the ZPVE-corrected interaction energies of these complexes (Figure 2) evaluated at the MP2/(full)/aug-cc-pVTZ level reveals that all of the $\mathrm{X}-\mathrm{Cl}$-type complexes are more stable than the corresponding hydrogen-bonded complexes. The calculated interaction

Table 4. Natural Bond Orbital Analysis at the HF/aug-cc-pVTZ//MP2(full)/aug-cc-pVTZ Level ( $\Delta E^{2}$ in $\mathrm{kcal} / \mathrm{mol}, \Delta \epsilon$ in
Hartree, $\Delta q$ in $A u)^{a, b}$

| complexes | donor NBOs | $\delta$ | acceptor NBOs | $\delta$ | $\Delta E^{2}$ | $\Delta \epsilon$ | $\Delta q$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CIF-H-F | F lone pair | $\begin{gathered} 1.992 \\ (1.996) \end{gathered}$ | H-F o antibond | $\begin{aligned} & 0.004 \\ & (0.000) \end{aligned}$ | 3.00 | 1.50 | 0.007 |
| $\mathrm{ClF}-\mathrm{H}-\mathrm{OH}$ | F lone pair | $\begin{aligned} & 1.994 \\ & (1.996) \end{aligned}$ | $\mathrm{H}-\mathrm{O} \mathrm{o}^{\circ}$ antibond | $\begin{aligned} & 0.001 \\ & (0.000) \end{aligned}$ | 0.88 | 1.45 | 0.004 |
| $\mathrm{ClF}-\mathrm{H}-\mathrm{NH}_{2}$ | F lone pair | $\begin{aligned} & 1.995 \\ & (1.996) \end{aligned}$ | $\mathrm{H}-\mathrm{No} \mathrm{o}^{\circ}$ antibond | $\begin{aligned} & 0.001 \\ & (0.000) \end{aligned}$ | 0.42 | 1.41 | 0.003 |
| HF-CI-F | F lone pair | $\begin{aligned} & 1.993 \\ & (1.998) \end{aligned}$ | CI-F o antibond | $\begin{aligned} & 0.005 \\ & (0.000) \end{aligned}$ | 2.57 | 1.07 | 0.004 |
| $\mathrm{H}_{2} \mathrm{O}-\mathrm{Cl}-\mathrm{F}$ | O lone pair | $\begin{aligned} & 1.973 \\ & (1.996) \end{aligned}$ | CI-F o antibond | $\begin{aligned} & 0.022 \\ & (0.000) \end{aligned}$ | 9.17 | 0.94 | 0.020 |
| $\mathrm{H}_{3} \mathrm{~N}-\mathrm{Cl}-\mathrm{F}$ | $N$ lone pair | $\underset{(1.997)}{1.857}$ | CI-F o antibond | $\begin{aligned} & 0.119 \\ & (0.000) \end{aligned}$ | 48.32 | 0.75 | 0.130 |

${ }^{a}$ Numbers in bold are values of the corresponding X-Cl-type complexes. ${ }^{b}$ Data in the parentheses are the occupancies of the corresponding NBOs of the isolated molecules. $\Delta q$ is the amount of charge transfer obtained by the natural population analysis (NPA).
energies of hydrogen-bonded complexes at the BSSE- and ZPVE-corrected levels lie in the -0.445 to $-0.934 \mathrm{kcal} /$ mol range, indicating a relatively weak hydrogen bond. In the case of $\mathrm{X}-\mathrm{Cl}$-type complexes, the interaction energies lie in the -1.733 to $-8.770 \mathrm{kcal} / \mathrm{mol}$ range, indicating that the interactions are stronger. The greatest corrected intermolecular interaction in the dimers is $-8.770 \mathrm{kcal} / \mathrm{mol}$, belonging to the $\mathrm{X}-\mathrm{Cl}$-type complex, $\mathrm{H}_{3} \mathrm{~N}-\mathrm{ClF}$.

Table 2 shows that there is an elongation of the $\mathrm{X}-\mathrm{H}$ and the $\mathrm{Cl}-\mathrm{F}$ bonds upon hydrogen-bonded complex formation. The corresponding harmonic vibrational frequencies are also shown in Table 2. The frequency analysis shows the redshifting character of the $\mathrm{X}-\mathrm{H}-\mathrm{F}$ interaction. In agreement with the computed $\mathrm{X}-\mathrm{H}$ bond elongation, the $\mathrm{X}-\mathrm{H}$ stretching frequencies are lower by $60.3-0.4 \mathrm{~cm}^{-1}$ in the complexes than the corresponding frequencies in the monomers. The individual red shift can be correlated directly to the magnitude of $\mathrm{X}-\mathrm{H}$ bond elongations. In accordance with the interaction energies, the extent of the red shifts is shown to decrease in sequence from HF to $\mathrm{NH}_{3}$.

Similarly, in the case of X -Cl-type complexes ( $\mathrm{FCl}-$ $\mathrm{XH}_{n}$ ), Table 3 shows that there is an elongation of the $\mathrm{Cl}-\mathrm{F}$ bond upon complex formation. The corresponding harmonic vibrational frequencies and IR intensities are also shown in Table 3. The frequency analysis reveals the red-shifting character of the $\mathrm{FCl}-\mathrm{X}$ interactions in the dimers. In agreement with the computed $\mathrm{Cl}-\mathrm{F}$ bond elongation, the $\mathrm{Cl}-\mathrm{F}$ stretching frequencies are lowered by $9.7-164.7 \mathrm{~cm}^{-1}$ in the complexes than the corresponding frequencies in the monomers. The individual red shift can be correlated directly to the magnitude of $\mathrm{Cl}-\mathrm{F}$ bond elongations. In accordance with the interaction energies, the extent of the red shifts is shown to increase in sequence from HF to $\mathrm{NH}_{3}$. As expected, the IR intensities behave in the same way.
3.2. NBO Analysis. For a better understanding of the interaction, a NBO analysis has been carried out at the HF/ aug-cc-pVTZ level of theory using MP2(full)/aug-cc-pVTZ geometry. The occupancy $(\delta)$ of frontier molecular orbitals involving the CT between subsystems, the second-order perturbation energy lowering ( $\Delta E^{2}$ ) due to the interaction of donor and acceptor orbitals, and the difference $(\Delta \epsilon)$ of energies between acceptor and donor NBOs, provided by NBO analysis, are collected in Table 4.

Table 5. Mulliken Charge Transfer from $\mathrm{H}_{n} \mathrm{X}$ to CIF at the MP2/aug-cc-pVTZ and HF/aug-cc-pVTZ Level

| complexes | $Q_{\text {CT }}(a u)$ <br> MP2/aug-cc-PVTZ | $Q_{\text {CT }}(\mathrm{au})$ <br> HF/aug-cc-pVTZ |
| :--- | :---: | :---: |
| $\mathrm{CIF} \cdots \mathrm{H}-\mathrm{F}$ | 0.021 | 0.021 |
| $\mathrm{CIF} \cdots \mathrm{H}-\mathrm{OH}$ | 0.014 | 0.014 |
| $\mathrm{CIF} \cdots \mathrm{H}-\mathrm{NH}_{2}$ | 0.004 | 0.004 |
| $\mathrm{HF} \cdots \mathrm{Cl}-\mathrm{F}$ | 0.009 | 0.009 |
| $\mathrm{H}_{2} \mathrm{O} \cdots \mathrm{Cl}-\mathrm{F}$ | 0.010 | 0.011 |
| $\mathrm{H}_{3} \mathrm{~N} \cdots \mathrm{Cl}-\mathrm{F}$ | 0.112 | 0.115 |

Let us first repeat that the formation of a hydrogen-bonded complex involves CT from the proton acceptor to the proton donor. This results in the increase of electron density in the $\mathrm{H}-\mathrm{X}$ antibonding orbitals of the proton donor. For the X-Cl-type, the case is a little similar. ${ }^{42}$ The CT from the lone pairs of the electron donor in the halogen atom acceptor is mainly directed to the $\mathrm{Cl}-\mathrm{F}$ antibonding orbitals of the halogen atom donor too. Because the CT accompanies the formation of hydrogen bonds or $\mathrm{X}-\mathrm{Cl}$ bonds and plays a major role in it, $\Delta E^{2}$ can be taken as an index to judge the strength of hydrogen bonds or $\mathrm{X}-\mathrm{Cl}$ bonds. As can been see from Table 4, in the case of hydrogen-bonded complexes, the CT stabilization energies are computed to be $3.00,0.88$, and $0.42 \mathrm{kcal} / \mathrm{mol}$ for $\mathrm{n}(\mathrm{F})-\mathrm{o} *(\mathrm{H}-\mathrm{F}), \mathrm{n}(\mathrm{F})-\mathrm{o}^{*} *(\mathrm{H}-\mathrm{O})$, and $\mathrm{n}(\mathrm{F})-\mathrm{o} *(\mathrm{H}-\mathrm{N})$ interactions, respectively, which are comparable in magnitude to their interaction energies. For the X-Cl-type complexes, the charge-transfer stabilization energies are computed to be $2.57,9.17$, and $48.32 \mathrm{kcal} / \mathrm{mol}$ for $\mathrm{n}(\mathrm{F})-\mathrm{o} *(\mathrm{Cl}-\mathrm{F}), \mathrm{n}(\mathrm{O})-\mathrm{o} *(\mathrm{Cl}-\mathrm{F})$, and $\mathrm{n}(\mathrm{N})-\mathrm{o} *(\mathrm{Cl}-\mathrm{F})$ interactions, respectively, which are also comparable in magnitude to their interaction energies. The larger CT stabilization energies for the $\mathrm{N}-\mathrm{Cl}$-type complex $\mathrm{H}_{3} \mathrm{~N}-\mathrm{ClF}$ confirm that it is a strong and partly covalent complex.

The result of the Mulliken charge transfer $\left(Q_{\mathrm{CT}}\right)$ is presented in Table 5. It is worth mentioning that the Mulliken charge transfer from $\mathrm{H}_{n} \mathrm{X}$ to ClF takes place for all of the complexes. The amount of the Mulliken transferred charge is approximately equal at the MP2/aug-cc-pvTZ and HF/ aug-cc-pVTZ levels.
3.3. SAPT Studies. To gain more insight the nature of the interaction, we further performed SAPT to analyze the interaction energy in terms of physically meaningful com-

Table 6. Partition of the Energies ( $\mathrm{kcal} / \mathrm{mol}$ ) Derived from SAPT Calculations in Electrostatic ( $E_{\text {elst }}$ ), Exchange ( $E_{\text {exch }}$ ), Inductive ( $E_{\text {ind }}$ ), and Dispersive ( $E_{\text {disp }}$ ) Energies, as Defined by eqs $2-5^{\text {a,b }}$

|  | hydrogen-bond complexes |  |  |  | X -Cl-type complexes |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $\mathrm{CIF} \cdots \mathrm{HF}$ | $\mathrm{CIF} \cdots \mathrm{H}_{2} \mathrm{O}$ | $\mathrm{CIF} \cdots \mathrm{H}_{3} \mathrm{~N}$ |  | $\mathrm{FCl} \cdots \mathrm{FH}$ | $\mathrm{FCl} \cdots \mathrm{OH}_{2}$ | $\mathrm{FCl} \cdots \mathrm{NH}_{3}$ |
| $E_{\text {elst }}$ | -2.456 | -0.903 | -0.926 |  | $-\mathbf{3 . 4 0 4}$ | $-\mathbf{1 0 . 3 7 1}$ | $-\mathbf{3 6 . 6 6 6}$ |
| $E_{\text {exch }}$ | 2.539 | 0.963 | 1.257 |  | $\mathbf{3 . 2 4 5}$ | $\mathbf{1 1 . 1 0 4}$ | $\mathbf{4 5 . 3 8 7}$ |
| $E_{\text {ind }}$ | -1.072 | -0.211 | -0.169 |  | $-\mathbf{0 . 6 0 2}$ | $-\mathbf{2 . 1 4 2}$ | $-\mathbf{1 2 . 1 9 9}$ |
| $E_{\text {disp }}$ | -1.058 | -1.120 | -1.136 |  | $-\mathbf{1 . 6 4 4}$ | $-\mathbf{3 . 7 4 0}$ | $-\mathbf{9 . 3 9 3}$ |
| $E_{\text {int }}$ SAPT2 | -2.051 | -1.271 | -0.971 |  | $-\mathbf{2 . 4 0 6}$ | $-\mathbf{5 . 1 4 8}$ | $-\mathbf{1 2 . 8 7 0}$ |
| $E_{\text {int }}$ (MP2)a | -2.011 | -1.296 | -0.938 | $-\mathbf{2 . 3 7 2}$ | $-\mathbf{5 . 1 1 6}$ | $-\mathbf{1 0 . 9 0 3}$ |  |

${ }^{a}$ MP2(full)/aug-cc-pVTZ counterpoise-corrected interaction energies. ${ }^{b}$ Numbers in bold are values of the corresponding X-Cl-type complexes. All energies are in $\mathrm{kcal} / \mathrm{mol}$.
ponents such as electrostatic, induction, dispersion, and exchange energies.

The electrostatic component of the interaction energy is represented here by the sum of $E_{\text {elst }}{ }^{(10)}$ and $E_{\text {elst,resp }}{ }^{(12)}$. The induction contribution to the interaction energy is mainly contained in $E_{\text {ind,ress }}{ }^{(20)}$. This is a second-order energy correction that results from the distortion of the charge distribution of one monomer by the electrostatic charge distribution of another monomer, and vice versa. This mutual polarization of the monomer by the static electric field of the other is the polarizabilities of the monomers. The leading intramonomer correlation contribution is concluded in ${ }^{t} E_{\text {ind }}{ }^{(22)}$ and accounts for only $2 \%$ of the induction energy. The attractive part of the induction energy is substantially quenched by the repulsive exchange-induction energy (represented by $E_{\text {exch-ind,resp }}{ }^{(20)}$ and $\left.{ }^{t} E_{\text {exch-ind }}{ }^{(22)}\right)$. As noted by Jeziorski and co-workers, ${ }^{33}$ any quantitatively accurate calculation of the induction energy cannot neglect the exchange-induction contribution. To simplify the analysis, for the present purposes, we have designated the exchangedispersion and exchange-induction terms as dispersion and induction, respectively. So, the induction energy terms calculated here are $E_{\text {ind,resp }}{ }^{(20)}$, ${ }^{t} E_{\text {ind }}{ }^{(22)}, E_{\text {exch-ind,resp }}{ }^{(20)}$, and ${ }^{t} E_{\text {exch-ind }}{ }^{(22)}$. The dispersion energy is represented here by the sum of $E_{\text {disp }}{ }^{(20)}$ and $E_{\text {exch-disp }}{ }^{(20)}$, where $E_{\text {disp }}{ }^{(20)}$ is the secondorder dispersion energy, $E_{\text {exch-disp }}{ }^{(20)}$ standing for the secondorder correction for a coupling between the exchange repulsion and the dispersion energy. The exchange energy terms calculated here are $E_{\text {exch }}{ }^{(10)}, E_{\text {exch }}{ }^{(11)}, E_{\text {exch }}{ }^{(12)}$, and $\delta E_{\text {int,resp }}{ }^{\mathrm{HF}}$. $E_{\text {exch }}{ }^{(10)}$ accounts for the repulsion due to the Pauli exclusion principle and arises from the antisymmetry requirement of the wave function; $E_{\text {exch }}{ }^{(11)}$ and $E_{\text {exch }}{ }^{(12)}$ account for the effects of intramonomer correlation on the exchange repulsion. Therefore, The SAPT interaction energy, $E_{\text {int }}$, is given by

$$
\begin{equation*}
E_{\mathrm{int}}=E_{\text {elst }}+E_{\mathrm{ind}}+E_{\mathrm{disp}}+E_{\text {exch }} \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{\mathrm{elst}}=E_{\mathrm{elst}}^{(10)}+E_{\mathrm{elst}, \mathrm{resp}}^{(12)} \tag{2}
\end{equation*}
$$

The SAPT-derived components of the interaction energy

$$
\begin{gather*}
E_{\text {exch }}=E_{\text {exch }}{ }^{(10)}+E_{\text {exch }}{ }^{(11)}+E_{\text {exch }}{ }^{(12)}+\delta E_{\text {int,resp }}{ }^{\mathrm{HF}}  \tag{3}\\
E_{\text {ind }}=E_{\text {ind,resp }}{ }^{(20)}+{ }^{t} E_{\text {ind }}{ }^{(22)}+E_{\text {exch-ind,resp }}{ }^{(20)}+{ }^{t} E_{\text {exch-ind }} \tag{4}
\end{gather*}
$$

$$
\begin{equation*}
E_{\text {disp }}=E_{\text {exch-disp }}^{(20)}+E_{\text {disp }}^{(20)} \tag{5}
\end{equation*}
$$

are summarized in Table 6. It can be seen that the results of SAPT2 ( $E_{\text {int }}{ }^{\text {SAPT2 }}$ ) are in good agreement with the results obtained at the MP2(full)/aug-cc-PVTZ level, suggesting that SAPT2/aug-cc-PVTZ is a proper method to study the intermolecular interactions in these studied complexes.

To elucidate the role of each term in the total interaction energy, we have plotted the magnitude of the individual interaction energy component (see Figure 3). Table 6 and Figure 3 show that the exchange energy is larger than the absolute value of the electrostatic energy for the three weak hydrogen-bonded complexes. The induction energy term and the dispersion energy term are nearly equal for the complex $\mathrm{ClF}-\mathrm{HF}$. For the $\mathrm{ClF}-\mathrm{H}_{2} \mathrm{O}$ and $\mathrm{ClF}-\mathrm{H}_{3} \mathrm{~N}$ complexes, the induction energy is rather small, and the dispersion energy dominates. All of this is opposite of the decomposition for normal hydrogen bonds, which are known to be electrostatic in nature. Therefore, this type of interaction cannot be called conventional hydrogen bonding. The interaction may be considered as unconventional hydrogen bonding.

On the other hand, in the case of the X-Cl-type complexes, we find the electrostatic energies dramatically increase as we progress from HF to $\mathrm{NH}_{3}$. The electrostatic interaction pulls the two monomers close to each other, which results in large values of all other energy components. For $\mathrm{H}_{2} \mathrm{O}-\mathrm{ClF}$ and $\mathrm{H}_{3} \mathrm{~N}-\mathrm{ClF}$, the exchange energy becomes even larger than the absolute value of the electrostatic energy, but the large attractive induction and dispersion energies lead to a very strong interaction. In the strongest X-Cl-type complex, $\mathrm{H}_{3} \mathrm{~N}-\mathrm{ClF}$, the induction energy is the most important attractive term, followed by the exchange and electrostatic energy, and is responsible for stabilizing the complex. This domination of the induction and exchange terms is the main feature of the strong and partly covalent bonds.

Additionally, the induction energy can be described to result from the interaction between the highest occupied molecular orbital and the lowest unoccupied molecular orbital. The inductive type of molecular orbital interaction can also be correlated to the extent of CT. It would be interesting to examine if the extent of charge transfer can be correlated to the total induction energy. We have carried out an analysis, using the charge transfer obtained by the natural population analysis (NPA) ( $\Delta q$; Table 4). It can be seen from Figures 4 and 5 that, in the weak hydrogen-bonded


Figure 3. Bar plots of SAPT interaction energy components ( $E_{\text {elst }}$, $E_{\text {ind }}, E_{\text {disp }}$, and $E_{\text {exch }}$ ) for the hydrogen-bonded complexes and X-Cl-type complexes according to eqs 1-5.


Figure 4. Correlation of the electronic charge transferred from CIF to the hydride with the total induction energy in the hydrogen-bonded complexes.
complexes, a decrease in the magnitude of the charge transfer $(\Delta q)$ from HF to $\mathrm{NH}_{3}$ leads to a less induction energies. In the case of the $\mathrm{X}-\mathrm{Cl}$-type complexes, the charge-transfer correlates well with the total induction energies.

## 4. Conclusions

In summary, we have systematically investigated the interaction of the first-row hydrides with CIF. We also focused on the decomposition of the interaction energy into physically meaningful terms and on the basis of the parameters of molecular properties characterized and described the intermolecular interaction. Our results can be summarized as follows:

1. The total interaction energies of the $\mathrm{X}-\mathrm{Cl}$-type complexes are more stable than the corresponding weak hydrogenbonded complexes. The charge-transfer analysis discloses the


Figure 5. Correlation of the electronic charge transferred from the hydride to the CIF with the total induction energy in the X-Cl-type complexes.
different physical properties of the weak hydrogen bond and $\mathrm{X}-\mathrm{Cl}$ bond.
2. For all the investigated weak hydrogen-bonded complexes, the exchange energy outweighs the electrostatic energy, which is opposite of the decomposition for normal hydrogen bonds. This type of interaction may be considered as unconventional hydrogen bonding. The induction energy term and the dispersion energy term are nearly equal for the complex $\mathrm{ClF}-\mathrm{HF}$. For the $\mathrm{ClF}-\mathrm{H}_{2} \mathrm{O}$ and $\mathrm{ClF}-\mathrm{H}_{3} \mathrm{~N}$ complexes, the induction energy is rather small, and the dispersion energy dominates.
3. For the $\mathrm{X}-\mathrm{Cl}$-type complex $\mathrm{HF}-\mathrm{ClF}$, the main interaction energy comes from the electrostatic energy, which slightly outweighs the exchange term. For the two strongest X-Cl-type complexes, $\mathrm{H}_{2} \mathrm{O}-\mathrm{ClF}$ and $\mathrm{H}_{3} \mathrm{~N}-\mathrm{ClF}$, the exchange energy outweighs the electrostatic energy but the large attractive induction and dispersion energies lead to a
very strong interaction. In the strongest $\mathrm{N}-\mathrm{Cl}$-type complex, $\mathrm{H}_{3} \mathrm{~N}-\mathrm{ClF}$, the induction energy is the most important attractive term, followed by the exchange and electrostatic energy, and is responsible for stabilizing the complex. This domination of the induction and exchange terms is the main feature of the strong and partly covalent bonds. This is also consistent with significant charge redistribution.
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#### Abstract

Water molecules in clefts and small clusters are in a significantly different environment than those in bulk water. We have carried out ab initio calculations that demonstrate this in a series of clusters, showing that cooperative effects must be taken into account in the treatment of hydrogen bonds and water clusters in such bounded systems. Hydrogen bonds between water molecules in simulations are treated most frequently by using point-charge water potentials, such as TIP3P or SPC, sometimes with a polarizable extension. These produce excellent results in bulk water, for which they are calibrated. Clefts are different from bulk; it is necessary to look at smaller systems and investigate the effect of limited numbers of neighbors. We start with a study of isolated clusters of water with varying numbers of neighbors of a hydrogen-bonded pair of water molecules. The cluster as a whole is in a vacuum. The clusters are defined so as to provide the possible arrangements of nearest neighbors of a central hydrogen-bonded pair of water molecules. We then scan the length and angles of the central hydrogen bond of the clusters, using density functional theory, for each possible arrangement of donor and acceptor hydrogen bonds on the central hydrogen-bonding pair; the potential of interaction of two water molecules varies with the number of donor and acceptor neighbors. This also involves changes in charge on the water molecules as a function of bond length and changes in energy and length as a function of the number of neighboring donor and acceptor molecules. The energy varies by approximately $6 k_{B} T$ near room temperature from the highest to the lowest energy when bond length alone is varied, enough to seriously affect simulations.


## Introduction

The simulation of systems containing water, whether by molecular dynamics (MD) or Monte Carlo (MC), requires an interaction potential for the water molecules. Of the several successful point-charge water models in the literature, it appears that TIP3P (plus TIP4P and TIP5P ${ }^{1-5}$ and more recently TIP4P-Ew) and SPC and SPC/E (and some of their descendents) ${ }^{6,7}$ are most popular. There are some polarizable versions of these (e.g., polarizable SPC, or PSPC ${ }^{8}$ ), but these are more complex and difficult to use in simulations. For water clusters, excellent results can be obtained with the TTM2-F potential, ${ }^{9-11}$ which is, however, also difficult to

[^12]use in an MD simulation. The simpler versions allow much faster simulations that include explicit water. These models are built from point charges on or near the oxygen and hydrogens, plus van der Waals terms. They are insensitive to their surroundings; the same charges are used in all cases (Gaussian 03 now allows some variation, but this has not been much used yet). A new potential, based on quantum calculations with fitting to water, has very recently been proposed, ${ }^{12}$ and it appears that it may be better than the pointcharge models, although it has yet to be applied. Relatively early studies pointing out types of cooperativity include a study of water trimers, in which nonadditivity was calculated. ${ }^{13}$ Several other studies demonstrated the nonadditive properties of specific, sometimes optimized, small rings or linear clusters. There are a number of studies of larger
polyhedral water clusters as well: 20-mers were studied by Kuo et al. ${ }^{14}$ Hexamers were evaluated by Tissandier et al., ${ }^{15}$ while Tsai and Jordan considered cubic clusters of size 8, 12,16 , and $20 .{ }^{16}$ Anick studied more general polyhedral water clusters, finding cooperative effects in energy and bond length for equilibrium clusters that extended to next nearest neighbors. ${ }^{17,18}$ Hodges et al. ${ }^{19}$ compared ab initio results to two potentials (ASP-W2 and ASP-W4, which do not appear to be widely used at present) for some small clusters. A related study of trimers, tetramers, and pentamers estimated that omitting cooperative effects would lead to errors exceeding $20 \%$ for clusters larger than pentamers (although these were not explicitly calculated). ${ }^{20}$ Ojamae and Hermansson ${ }^{21}$ calculated frequencies and binding energies for water chains as well as one ring structure and a pentamer. Chen and Gordon broke down the interactions into several energy components (electrostatic, exchange, polarization, and charge transfer) in a paper largely concerned with techniques of calculation. ${ }^{22}$ In general, these papers use optimized clusters, without studying the dependence of energy on bond lengths and angles. They do, however, find the dependence of optimized bond length and energy on geometry and bond topology. There is also experimental evidence for cooperativity in hydrogen bonding from IR spectra. Going beyond Zundel's work, Luck et al. ${ }^{23}$ have shown shifts in IR spectra for hydrogen bonding to bases, principally demonstrating anti-cooperativity. New potentials, ${ }^{24}$ or steps toward new potentials, ${ }^{25}$ continue to appear. Typically these are based on quantum calculations, whether Empirical Valence Band or, more commonly, density functional, calculations. Some compare several density functional or alternate methods, principally for accuracy in describing water. ${ }^{26-28}$

Point-charge models do a very satisfactory job of reproducing the properties of bulk water, for which the parameters of the model are calibrated. ${ }^{4,5,8,29,30}$ It is less certain that they do a satisfactory job of reproducing the properties of water in cases in which the water-molecule interactions cannot be averaged as in bulk. Polarizable models are not useful for small clusters as they are calibrated for the average electric field in bulk water, which can be very different in a small cluster. Other difficulties often arise when new properties, such as phase changes, are being simulated. We are particularly concerned with clefts in proteins in this context. The importance of water in such clefts is suggested by recent work by Anishkin and Sukharev ${ }^{31}$ and by Beckstein and Sansom, ${ }^{32}$ in which water in an ion channel cleft shows behavior that is perhaps surprising, as it leaves a "vapor phase" with a water surface inside a hydrophobic part of a protein. Here, a small number of water-water interactions with a near-vacuum surface might be a reasonably correct representation of the system. An accurate description of such systems requires the inclusion of cooperative interactions among the water molecules of the cluster, which in turn needs explicit representation of the forms of hydrogen bonding among the molecules. Point-charge models, by their definition, do not change when the surroundings change. Only with Car-Parrinello quantum MD (CPMD) is it possible to take such effects into account or to allow a proton to transfer to another molecule. However, CPMD requires such large
computer resources that it cannot simulate systems over about 200 atoms. Proton transfer is required for a wide range of important biological processes. A procedure equivalent to Car -Parrinello has been used for the species $\mathrm{H}_{5} \mathrm{O}_{2}{ }^{+}$and $\mathrm{H}_{3} \mathrm{O}_{2}{ }^{-.}{ }^{33}$ The study of cooperative interactions in water clusters is of sufficient interest that work continues to appear on this subject; the eventual result will be a potential that is simple enough to use in a simulation but still includes the cooperative effects.

Calibration of a hydrogen-bond potential will be aided by spectroscopy. In order to reach this goal, it will be necessary to study not only clusters, whether optimized or not, but to move to studies as a function of distance and angle. Our procedure is a step toward a usable hydrogen-bond model. We also show how the energy of several types of donor and acceptor arrangements varies with bond-distance and -angle.

Surfaces are another type of system in which these effects are important, and surfaces bounding aqueous solutions in turn are important for most of biology. Hydrogen bonds in high electric fields require still more detailed treatment, ${ }^{34}$ but even at low fields, calculations of surfaces give results that are not always in agreement with experimental results. Experimental results may show that the H -bond network at a surface fails to survive intact. In fact, there is a quite large amount of literature on water at various types of surfaces, especially metal surfaces, showing water that has increased (usually) density, and other rearrangements, sometimes in the first layer only, sometimes for as many as three layers. In some cases, as with brushite, there are two separate arrangements of water at the surface. ${ }^{35}$ Even simulations using traditional potentials show differences in composition of surface layers, compared to bulk. ${ }^{36}$ Our earlier work on MC simulations of water in pores, which included high electric fields and polarizable potentials, also showed changes in ordering and density ${ }^{37-39}$. Somewhat similar results were obtained by Guidoni et al. ${ }^{40}$ Other groups have shown various effects at surfaces, including biologically interesting surfaces. Experimentally, for example, $\alpha$-hemolysin, a large bacterial channel, changes its permeability with pH , apparently because, when the channel is charged, water is strongly hydrogen-bonded to the channel wall. ${ }^{41}$ Experimental evidence exists for unusual behavior of water near surfaces, and standard simulations do not always adequately reproduce the experimental behavior. The importance of the solvent environment for the stabilization and conformation of peptide function is emphasized in a recent simulation study by Johnston et al. of three different environments of channelforming peptides. ${ }^{42}$ In this study, classical potentials are used, but the structure of the peptides depends strongly on the solvation. Changing the potential is equivalent to changing the solvent, as the solvent is included in the simulation in the form of its potential. The changes we discuss here may be more subtle than those of that simulation but still make a significant difference. Earlier work by Scheiner also considered many aspects of hydrogen bonding, including proton transfer along water wires (not as simulation). Much of this was reviewed by Scheiner in the context of kinetic isotope effects. ${ }^{43}$ He has also considered cationic oligomers of water. ${ }^{44}$ Most relevant is a study primarily directed at
methyl substitution, in which the electron density was calculated, and the Mulliken electrical charges on atoms obtained and related to the hydrogen bonds. ${ }^{45}$ Much of this work was aimed at answering somewhat similar questions to those we address here, although the use of Mulliken charges suggests that the quantitative results may be of limited accuracy. We are concerned with the relation of neighboring water molecule hydrogen-bond donor and acceptor molecules to the energy, charge, and other properties of the hydrogen bonds. The problem does not appear to have been previously treated from this point of view. Cooperativity or nonpairwise additivity in clusters has been shown to be important for other properties, including simulations of the liquid state, ${ }^{46}$ and infrared spectra. ${ }^{47}$ It is of interest to note that Kirchner ${ }^{46}$ has demonstrated that B3LYP does as well as MP2, provided a good basis set is used, and does better (or less poorly), if a smaller basis set is used.

In recent work, we found that the hydrogen bonds of a system of four acetic acid molecules and six waters had rather simple and surprising bond-length versus electron density, and bond length versus energy, relations. ${ }^{48}$ This time, we seek to understand more than the charge density at the bond critical point (bcp) that is defined in the atoms in molecules (AIM) method of Bader. ${ }^{49}$ We previously focused primarily on the bond properties that could be described in terms of the electron density and did not examine the variation in the bond energy, our first property of interest.

We have tested clusters consisting of water molecule pairs with zero to six neighbors, using density functional calculations. The central hydrogen bond in each pair has a certain set of properties (energy, charge, bond length, and electron density in the bond). Furthermore, the charge distribution on the atoms of the water molecules, and the dipole moments, are of interest in themselves. These properties of the bond and of the molecules also change as additional water molecules hydrogen-bond to the original pair.

We have studied all 36 possible sets of neighbors as a function of the oxygen-oxygen distance of the two central molecules to determine these properties with reasonable accuracy (when two donors, or two acceptors, appear on a single central molecule, they are counted as part of a single set, because they are equivalent by symmetry; otherwise, there would be $2^{6}$, or 64 , sets; the correct count of 36 is given in the Methods section). There are significant differences in the equilibrium bond distance, and even larger differences in the energy of the hydrogen bond. The energy differences would matter greatly in MD or MC simulations. Short hydrogen bonds are stronger and have some covalent character; then, the hydrogen-bonded pair shows a slightly polar character, in that a small charge is transferred between donor and acceptor molecules. The fact that shorter bonds are stronger is not a new finding; there is a substantial amount of literature referring to short, strong hydrogen bonds. ${ }^{50-52}$ They have also been studied experimentally. Here, we have studied H-bond properties using several tools: AIM (Bad$\mathrm{er}^{49}$ ), Natural Bond Orbitals $\left(\mathrm{NBO}^{53}\right)$, and the energy and geometry of the bonds. In addition to the nonadditivity of energy, intermolecular charge transfer (something not nor-
mally considered for neutral clusters), bond length, and intramolecular charge distribution depend on the same factors.

## Methods

1. Clusters. The clusters were set up with a central pair, donor and acceptor, of water molecules, with a hydrogen atom from one along the line connecting the two oxygen atoms. The $\mathrm{O}_{\mathrm{a}}-\mathrm{O}_{\mathrm{d}}-\mathrm{H}_{\mathrm{d}}$ (sic) ( $\mathrm{a}=$ acceptor, $\mathrm{d}=$ donor) angle is approximately $3.4^{\circ}$, with the $\mathrm{H}_{\mathrm{d}}$ being the hydrogen in the hydrogen bond from the acceptor. This pair was optimized under the following constraints: (i) all four OH covalent bonds were the same length, (ii) the two intramolecular HOH angles were equal, and (iii) the dihedral angle defined by the acceptor water oxygen and the three atoms of the donor molecule was set equal to zero.
This pair, optimized with constraints $\mathrm{i}-\mathrm{iii}$, formed the template for the neighbor pairs, which were added to form the other clusters. The same OH bond distance and water molecule angles were used; there could be a maximum of six "neighbors", two donors and two acceptors each, with the central pair forming each other's first donor or acceptor. Each "neighbor" was aligned with respect to one of the original molecules at a distance and angle that was appropriate to an isolated pair, using the constrained optimized results.
2. Cluster Definition. The clusters were defined by the number of donor and acceptor hydrogen bonds formed by each of the two central water molecules. The donor of the central hydrogen bond can donate one more hydrogen bond and have up to two acceptor bonds. The acceptor of the central bond can be the donor for zero, one, or two bonds, and the acceptor for one or two (the first bond from the other water in the pair counts as one, so zero is not possible). Thus, an isolated pair can be designated 1001, where the first 1 indicates the number of donor hydrogen bonds of the donor (there being only the one donor hydrogen bond in the water pair). There is a 0 in the second place, as there are no acceptor hydrogen bonds on that oxygen (no other water molecules are available to be the donors). Similarly, the acceptor of the pair is not a donor to any acceptor, so the third digit is 0 . The fourth digit is 1 , as the acceptor of the pair accepts the one central hydrogen bond, and only that one. Added "neighbor" molecules can be donors or acceptors, and the four-digit index is adjusted accordingly. For example, the four-digit index 1221 means that the donor water oxygen donates only the single hydrogen bond to the other central water (first digit), but it accepts two from other water molecules (second digit); the acceptor molecule donates two to other water molecules (third digit) but has only the one accepted hydrogen bond (fourth digit).

This notation is another way to see that there are a total of 36 possible sets, as mentioned previously (the first and last digits can be 1 or 2 and the two middle digits 0,1 , or 2 , for a total of $2 \times 3 \times 3 \times 2=36$ possibilities). A similar notation has been introduced by Ohno et al. ${ }^{47}$

Clusters of two types, constrained and unconstrained, are used in the calculation. We define the two types of clusters in Table 1, Figure 1, and a later paragraph. In the end, we

Table 1. Z Matrix Showing Bond Lengths, Angles, and Dihedrals for the 2222 Cluster; Atom Labels Are as Shown in Figure $1^{a}$

| A: Initial Pair Z Matrix |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| water |  | Z matrix |  |  |  |  |  |  |
| 1 | acceptor of central hydrogen bond | $\mathrm{O}_{1}$ |  |  |  |  |  |  |
|  |  | $\mathrm{H}_{2}$ | $\mathrm{O}_{1}$ | $\mathrm{R}_{1}$ |  |  |  |  |
|  |  | $\mathrm{H}_{3}$ | $\mathrm{O}_{1}$ | $\mathrm{R}_{1}$ | $\mathrm{H}_{2}$ | $a_{1}$ |  |  |
| 5 | donor of central hydrogen bond | $\mathrm{O}_{13}$ | $\mathrm{O}_{1}$ | 00 | $\mathrm{H}_{3}$ | $a_{3}$ | $\mathrm{H}_{2}$ | $d_{3}$ |
|  |  | $\mathrm{H}_{14}$ | $\mathrm{O}_{13}$ | $\mathrm{R}_{1}$ | $\mathrm{O}_{1}$ | $a_{2}$ | $\mathrm{H}_{3}$ | $d_{2}$ |
|  |  | $\mathrm{H}_{15}$ | $\mathrm{O}_{13}$ | $\mathrm{R}_{1}$ | $\mathrm{H}_{14}$ | $a_{1}$ | $\mathrm{O}_{1}$ | $d_{4}$ |
|  |  | B: Other Water Clusters ${ }^{\text {b }}$ |  |  |  |  |  |  |
| 1 | acceptor of central hydrogen bond | $\mathrm{O}_{1}$ |  |  |  |  |  |  |
|  |  | $\mathrm{H}_{2}$ | $\mathrm{O}_{1}$ | $r_{1}$ |  |  |  |  |
|  |  | $\mathrm{H}_{3}$ | $\mathrm{O}_{1}$ | $r_{1}$ | $\mathrm{H}_{2}$ | $a_{1}$ |  |  |
| 2 | neighbor: acceptor for first water | $\mathrm{O}_{4}$ | $\mathrm{O}_{1}$ | 00 | $\mathrm{H}_{2}$ | $a_{2}$ | $\mathrm{H}_{3}$ | $d_{4}$ |
|  |  | $\mathrm{H}_{5}$ | $\mathrm{O}_{4}$ | $r_{1}$ | $\mathrm{O}_{1}$ | $a_{3}$ | $\mathrm{H}_{2}$ | $-d_{2}$ |
|  |  | $\mathrm{H}_{6}$ | $\mathrm{O}_{4}$ | $r_{1}$ | $\mathrm{H}_{5}$ | $a_{1}$ | $\mathrm{O}_{1}$ | $d_{3}$ |
| 3 | neighbor: acceptor for first water | $\mathrm{O}_{7}$ | $\mathrm{O}_{1}$ | -0 | $\mathrm{H}_{3}$ | $a_{2}$ | $\mathrm{H}_{2}$ | $d_{4}$ |
|  |  | $\mathrm{H}_{8}$ | $\mathrm{O}_{7}$ | $r_{1}$ | $\mathrm{O}_{1}$ | $a_{3}$ | $\mathrm{H}_{3}$ | $-d_{2}$ |
|  |  | $\mathrm{H}_{9}$ | $\mathrm{O}_{7}$ | $r_{1}$ | $\mathrm{H}_{8}$ | $a_{1}$ | $\mathrm{O}_{1}$ | $d_{3}$ |
| 4 | neighbor: donor for first water | $\mathrm{O}_{10}$ | $\mathrm{O}_{1}$ | -0 | $\mathrm{H}_{2}$ | $a_{3}$ | $\mathrm{H}_{3}$ | $d_{3}$ |
|  |  | $\mathrm{H}_{11}$ | $\mathrm{O}_{10}$ | $r_{1}$ | $\mathrm{O}_{1}$ | $a_{2}$ | $\mathrm{H}_{2}$ | $d_{2}$ |
|  |  | $\mathrm{H}_{12}$ | $\mathrm{O}_{10}$ | $r_{1}$ | $\mathrm{H}_{11}$ | $a_{1}$ | $\mathrm{O}_{1}$ | $d_{4}$ |
| 5 | donor of central hydrogen bond ${ }^{1}$ | $\mathrm{O}_{13}$ | $\mathrm{O}_{1}$ | 00* | $\mathrm{H}_{3}$ | $\mathrm{a}_{3}{ }^{\text {* }}$ | $\mathrm{H}_{2}$ | $d_{3}{ }^{*}$ |
|  |  | $\mathrm{H}_{14}$ | $\mathrm{O}_{13}$ | $r_{1}$ | $\mathrm{O}_{1}$ | $\mathrm{a}_{2}{ }^{*}$ | $\mathrm{H}_{3}$ | $d_{2}{ }^{*}$ |
|  |  | $\mathrm{H}_{15}$ | $\mathrm{O}_{13}$ | $r_{1}$ | $\mathrm{H}_{14}$ | $a_{1}$ | $\mathrm{O}_{1}$ | $d_{4}{ }^{*}$ |
| 6 | neighbor: acceptor for fifth water | $\mathrm{O}_{16}$ | $\mathrm{O}_{13}$ | 00 | $\mathrm{H}_{15}$ | a2 | $\mathrm{H}_{14}$ | $d_{4}$ |
|  |  | $\mathrm{H}_{17}$ | $\mathrm{O}_{16}$ | $r_{1}$ | $\mathrm{O}_{13}$ | $a_{3}$ | $\mathrm{H}_{15}$ | $-d_{2}$ |
|  |  | $\mathrm{H}_{18}$ | $\mathrm{O}_{16}$ | $r_{1}$ | $\mathrm{H}_{17}$ | $a_{1}$ | $\mathrm{O}_{13}$ | $d_{3}$ |
| 7 | neighbor: donor for fifth water | $\mathrm{O}_{19}$ | $\mathrm{O}_{13}$ | 00 | $\mathrm{H}_{14}$ | $a_{3}$ | $\mathrm{H}_{15}$ | $d_{3}$ |
|  |  | $\mathrm{H}_{20}$ | $\mathrm{O}_{19}$ | $r_{1}$ | $\mathrm{O}_{13}$ | $a_{2}$ | $\mathrm{H}_{14}$ | $d_{2}$ |
|  |  | $\mathrm{H}_{21}$ | $\mathrm{O}_{19}$ | $r_{1}$ | $\mathrm{H}_{20}$ | $a_{1}$ | $\mathrm{O}_{13}$ | $d_{4}$ |
| 8 | neighbor: donor for fifth water | $\mathrm{O}_{22}$ | $\mathrm{O}_{13}$ | 00 | $\mathrm{H}_{15}$ | $a_{3}$ | $\mathrm{H}_{14}$ | $d_{3}$ |
|  |  | $\mathrm{H}_{23}$ | $\mathrm{O}_{22}$ | $r_{1}$ | $\mathrm{O}_{13}$ | $a_{2}$ | $\mathrm{H}_{15}$ | $d_{2}$ |
|  |  | $\mathrm{H}_{24}$ | $\mathrm{O}_{22}$ | $r_{1}$ | $\mathrm{O}_{23}$ | $a_{1}$ | $\mathrm{O}_{13}$ | $d_{4}$ |

${ }^{a}$ Results of constrained optimization: $r_{1}, a_{1}-$ water internal parameters; oo, $a_{2}, a_{3}, d_{2}, d_{3}, d_{4}-$ hydrogen-bond geometry parameters. All values: $r_{1}=0.96413002, a_{1}=105.40080101,00=2.90045756, a_{3}=114.12081154, d_{3}=125.98640241, a_{2}=108.80066074, d_{2}=$ $119.34653902, d_{4}=0 .{ }^{b}$ Use the results of Table 1A to create the remaining clusters. For the maximum cluster, with each central molecule having two donors and two acceptors, the parameters are given by the $\mathbf{Z}$ matrix.


Figure 1. A 2222 cluster (maximum number of neighbors). The $\mathrm{O}-\mathrm{O}$ distance is shown as $2.90 \AA$, and the $\mathrm{HO}-\mathrm{O}$ (the HO is from the acceptor molecule, and the latter $O$ is the central donor oxygen) angle as $114.12^{\circ}$. The dihedral angle formed by the central acceptor water plus the central donor oxygen is $125.99^{\circ}$. The remainder of the geometry is given in Table 1.
found little difference in the two types of cluster, but it was necessary to prove this by explicit calculation.
3. Definition of a $\mathbf{Z}$ Matrix. The $\mathbf{Z}$ matrix gives the positions, angles, and dihedrals of the atoms in the system in terms of the positions of atoms defined on lines above that for the atom being defined. The first column gives the
atom being defined; the second, another atom; the third, the distance between them; the fourth, another atom defined earlier; the fifth, the angle formed by those three atoms; the sixth, another atom defined earlier; the seventh and last, the dihedral formed by those four atoms. The first three rows are incomplete, as insufficient atoms have been previously
defined. The first three atoms are the "anchor" that sets the positions of all others.

Figure 1 shows a 2222 cluster with the constrained values for certain angles and distances. The internal coordinates in the cluster are prepared by placing them in a $\boldsymbol{Z}$ matrix, as shown in Table 1 . The $\mathbf{Z}$ matrix contains the results of the operations described above in section 1, and in this section. These values were used as the input to the calculation.

1. Variables That Were Scanned Are Marked by Asterisks. Figure 1 illustrates the 2222 cluster, and it and Table 1 give the initial values of the principal distances and angles. The constrained cluster was very close to the unconstrained cluster in all parameters: unconstrained bond lengths ranged from 0.9611 to $0.9699 \AA$, with a constrained value of 0.9641 A for all four O-H covalent bonds. The "unconstrained pair" was defined by taking the initial central pair, freezing all oxygens (two to eight oxygens), and optimizing the hydrogens only. These conditions produced the very limited ranges of distance and angle that are defined as unconstrained here. Bond angles were $105.21-105.61^{\circ}$ (unconstrained) and $105.40^{\circ}$ (constrained); the dihedral defined as $d_{4}$ above was frozen at zero for the unconstrained as well as the constrained dimer but is in any case $<1^{\circ}$. Variables were scanned with and without the constraints. This gives an $\mathrm{O}-\mathrm{O}$ distance of $2.90056 \AA$ versus $2.90046 \AA$ (constrained). The angle defined by the two donors and the H covalently bonded on the acceptor ( $a_{3}$ above) was $114.08^{\circ}$ versus $114.12^{\circ}$ (constrained). The dihedral given by the two oxygens and the two hydrogens on the acceptor molecule ( $d_{3}$ above) was $126.1^{\circ}$ versus $126.0^{\circ}$ on the constrained pair. Other results were also very close: the energy was -152.96350 H versus -152.96306 H (constrained)-we use energy units of hartrees $(\mathrm{H})$, or millihartrees $\left(10^{-3} \mathrm{H}\right.$, written mH$)$ throughout this paper; $1 \mathrm{mH} \approx k_{\mathrm{B}} T$, where $k_{\mathrm{B}}=$ Boltzmann's constant and $T=$ temperature (K)-at approximately 300 K , where most simulations of biological interest are done. Electron density at the bond critical point is 0.02464 versus 0.02430 (constrained). Thus, the constraints are unlikely to have a serious effect on any conclusions, to better than $1 \%$.

Although the unconstrained clusters were computed, the constrained values offer a reproducible set of conditions among all clusters, allowing more valid comparison. A wider range of values was found when the oxygens were not frozen, including cases in which some of the clusters were not completely stable. In the majority of the cases, the clusters changed little. However, that is not the point of this work, and we do not consider the fully optimized clusters further.
2. Clusters Other Than Minimal (1001) and Maximal (2222). The remaining 34 clusters were generated by starting with the 2222 cluster and deleting molecules, so that the remaining molecules had the same coordinates as in the 2222 cluster. The deleted molecules were replaced by ghost atoms, keeping their orbitals in the calculation. This is further discussed under basis set superposition error (BSSE) below.
3. Scans. The variables that were scanned were those marked by asterisks in Table 1B, in the central donor rows: $\mathrm{O}-\mathrm{O}$ distance, two angles, and three dihedrals. In all scans, only one variable at a time was scanned, with all others held constant at their optimized (for the isolated pair) values. The
results showed that only the $\mathrm{O}-\mathrm{O}$ distance made a major difference. Cross terms were not investigated. The central oxygen-oxygen distance was scanned at $0.1 \AA$ intervals, and the energy and other properties were redetermined as a single-point calculation at each position.

The $\mathrm{O}-\mathrm{O}$ distance at the energy minimum was further defined by an additional scan of 40 points at $0.01 \AA$ intervals. The minimum of the $0.1 \AA$ scan was included in the range, although the range was not always centered exactly on the minimum. These energy values were also used for the computation of forces (see below). Scans were similarly performed on the $\mathrm{O}-\mathrm{H}-\mathrm{O}$ angle and on certain values of three dihedral angles, as shown in Figure 1, which shows the 2222 cluster. Angles and dihedrals gave relatively small effects ( $<0.8 \mathrm{mH}$, exceeding 0.5 mH only near the end of the range) as a function of neighbors and angles, as long as the angles did not grow beyond the level that continued to be hydrogen-bonded. The angle and dihedral effects were small, over the range that was investigated, $\pm 10^{\circ}$. For $a_{3}$, the effect was at maximum less than 0.00035 H , around ${ }^{1}{ }_{3} k_{\mathrm{B}} T(T=300 \mathrm{~K})$, and no regularity was found. However, changes in $a_{2}$ sometimes produced larger energy differences, sometimes double that of $a_{3}$, making it marginally large enough to be of importance in simulations at room temperature; results will be given below. Similarly, each of the three dihedral angles was tested at five points, the optimized value, and that value $\pm 5^{\circ}$ and $\pm 10^{\circ}$. Only $d_{4}$, of the dihedrals defined here, exceeded the 0.0005 H threshold and is included specifically in the results. The other two dihedrals did not quite reach 0.0003 H at $10^{\circ}$ and are omitted. In this manner, the entire plot of the $\mathrm{O}-\mathrm{O}$ distance versus the energy was generated (with the best H -bond angles, omitting second-order corrections), as well as the other properties, as a function of distance and of angles and dihedral angles.
4. Calculation Method. Density functional calculations were done using B3LYP/6-311++G**. The Gaussian 03 package ${ }^{54}$ was used for all calculations. The charges on the hydrogens and oxygens were determined using NBO from Gaussian 03; ${ }^{53}$ AIM calculations were carried out for certain clusters, as a check on the other methods of determining charge.

The hydrogen bond energy is calculated as follows:

$$
\begin{array}{r}
E_{\mathrm{WW}}(R)=E(\text { bond })-E_{3.9}=E(\text { cluster })-\left[\Sigma V_{\mathrm{c}}(\text { pairs })+\right. \\
\left.\Sigma V_{\mathrm{vdW}}(\text { pairs })\right]-E_{3.9} \tag{1}
\end{array}
$$

$V_{\mathrm{c}}$ is defined as the coulomb energy between nonbonded pairs of molecules, with hydrogen bonds counted as bonds; $V_{\mathrm{vdW}}$ is the corresponding van der Waals energy. $E_{3.9}$ is the energy of the pair at an $\mathrm{O}-\mathrm{O}$ distance of $3.9 \AA$, at which distance the hydrogen bond is considered to have disappeared, making the hydrogen-bond energy equal to zero. Therefore, the $E_{\mathrm{WW}}{ }^{-}$ $(R)$ defined by eq 1 is the difference in water-water interaction energy of the hydrogen-bonded central pair of molecules at an oxygen-oxygen distance $R$, from the energy at $3.9 \AA$, and $V_{\mathrm{vdw}}$ is the total van der Waals energy of all nonbonded water pairs, calculated using TIP3P-model potential parameters. Because the contribution of van der Waals energy is so small $(<2 \%)$, it makes little difference if the
values are somewhat approximate for this term. Although the distances between pairs of molecules hydrogen-bonded to either one of the two central molecules is constant, the charges change slightly with the distance between central molecules, so the energy pair terms, even between molecules at a constant distance and orientation with respect to each other, will change as well. Equation 1 also makes these corrections. The corrections for the coulomb energy of pairs hydrogen-bonded to different water molecules, as the distance changes between the central water molecules, amounts to several millihartrees. The corrections accompanying charge changes on water molecules both bonded to the same central water molecule, thus, at a constant distance from each other, are much smaller, less than 0.5 mH .

The van der Waals terms, as estimated from the TIP3P parameters, follow a similar pattern and are very small. Molecules that are bonded to the same central water, and which therefore remain at constant distance as the central water-water distance changes, have constant van der Waals interactions with each other as the central pair separates; these interactions will be removed by subtracting $E_{3.9}$. The van der Waals correction between molecules on opposite sides of the cluster is already small at the closest approach and diminishes from there. However, these corrections are included in the computation; the TIP3P accuracy is adequate for the small correction terms. The net energy from eq 1 subtracts the energy of all interactions with pairs other than the central pair. The energy shown as the hydrogen-bond energy is thus the total interaction energy in the cluster less the energy of the pairwise interactions not involving the pair of molecules forming the hydrogen bond of interest. Any self-energy terms for water molecules are independent of the distance for a given class of molecules, so subtracting $E_{3.9}$ removes this contribution for each cluster. As a result, the differences in energy with the distance between the central oxygens are meaningful for the central hydrogen bond.

Wiberg bond indices found using NBO are the sum of squares of off-diagonal density matrix elements between atoms. They function as a nominal bond order. The Wiberg indices give a measure of the bond interaction between two atoms; for our purposes, it shows the extent of bond overlap associated with the central hydrogen bond-the bond is not purely electrostatic.
5. Basis Set Superposition Error (BSSE) and Ghost Atoms. Because the hydrogen-bond energy is determined as a small difference between two large energies, the BSSE is still $>10 \%$ of the hydrogen bond itself (both constrained and unconstrained for a single pair). Therefore, in calculating with neighbors, all calculations start from the 2222 configuration, and the preparation of smaller clusters is accomplished by deletion of the neighbor molecules, leaving ghost atoms; hence, all orbitals remain. Therefore, the BSSE is also subtracted, and no further correction is needed for this, making all results comparable. To estimate the actual value, the following calculation can be used: The energy of the 1001 cluster is computed, with all of the remainder of the 2222 cluster replaced by ghost atoms. The sum of the energies of the cluster with each of the 1001 water molecules
separately replaced by ghost atoms is subtracted. The difference is -0.0077417 H . This is compared with the same calculation on 1001 without the ghost atoms of the remainder of 2222-that is, just two water molecules, in the same geometry. The water molecules that are removed from 1001 then have exactly the same energy as that of a single water molecule. Subtracting the two independent water molecules from the isolated 1001 pair gives -0.0 092697 H. The difference, 0.0014720 H , would be the BSSE, were it not removed by using the ghost atoms. In all cases, the constrained values were used for water geometry, so that the results are consistent.
6. Atoms in Molecules (AIM) ${ }^{49,55}$ and Natural Bond Orbitals $\left(\mathrm{NBO}^{53}\right)$. AIM has been used to obtain the properties of the bond (principally, the bcp and electron density at the bcp). Other properties, such as the Laplacian, were not as informative and are not discussed further. The software used for this purpose was obtained from the Bureau for Innovative Software. ${ }^{56}$
7. Force. The force along the hydrogen bond at the energy minimum for each case is determined by fitting a parabola to the 11 energy values consisting of the energy minimum, and five points at $0.01 \AA$ intervals on either side, for a total distance of $0.05 \AA$ on each side of the minimum. The derivatives could then be determined analytically from the parabolas, with the second derivative giving the Hooke's Law constant.
8. Dipole Moments and Charges. The dipole moments of the central water pair were calculated for each of the 64 clusters. (Although 24 of them are almost redundant by symmetry, slight shifts in angle of a nearest neighbor break the symmetry. This may make a small contribution, in principle, so all 64 were calculated-the shift is not large enough for further discussion, the maximum value being $0.05 D$.) Charges on the central water atoms, from Gaussian 03, were used in the calculations. The dipoles are computed from the integrated wave function from Gaussian 03, and the charges are found using NBO.

## Results and Discussion

The results are best expressed in figures showing the energy and other properties that were calculated. Figure 2 has the key finding, concerning energy, determined from eq 1.

The slope of the curves in Figure 2 differs; therefore, the forces on the molecules differ. This is one key to understanding why, and how, these would behave differently in a MD simulation. Note that the correlation is, to first order, with the index $K_{\mathrm{N}}$, not individual structures. We group the curves by $K_{\mathrm{N}}$ value, as the total range is approximately 6 mH , while no single $K_{\mathrm{N}}$ spreads energy at the minimum over 1 mH (although it is close). Taking the energy for a given $K_{\mathrm{N}}$ as the average, we will always be within 0.5 mH . We shall see below that charge transfer is similarly correlated. This is therefore a step toward a potential for hydrogen bonds as a function of neighbor bonds, in which $K_{\mathrm{N}}$ is the key index. The TIP3P result is good on average, in bulk, but would not reproduce the particular behavior-energy and forces-in a system with a limited number of nearest neighbors. It is necessarily the case that the same would be true of any point-


Figure 2. All 36 energy $(\mathrm{O}-\mathrm{O})$ distance curves for the total set of neighbor types (four-digit number-see text). Colors represent neighbor indices: The final single digit numbers = $K_{1}-K_{2}-K_{3}+K_{4}=K_{N}$, where $K_{i}(i=1-4)$ is the number of neighbors in the corresponding four-digit index; call $K_{N}$ the net index. Curves with the same $K_{N}$ values group together (same color means same $K_{N}$ ). The energy values increase monotonically with $K_{N} ; K_{N}=-2$ (black) is lowest energy and +4 (dotted) weakest, with each color change at an increase of 1 in $K_{N}$. The heavy orange curve shows the TIP3P model result, with no dependence on neighbors, and a somewhat different shape of the potential-distance curve from the quantum calculations for any set of neighbors. $E_{\mathrm{ww}}(R)$ for all clusters is set to zero at $3.9 \AA$, as defined in eq 1.
charge model. A polarizable model would do little better, in that it depends on the electric field, which in turn varies drastically (by a factor of close to three) in a local cluster. Thus, it differs from the bulk average for which such potentials are parametrized, making it useless to compare the results from such a potential. Therefore, in simulations involving limited-size clusters, we see strong evidence that the relation of energy as well as force to the number of neighbors of each type should be included in the water potential. In this study, only water is considered as a neighboring species, but in proteins, there are carbonyls, carboxylates, amines, and other groups as well. While these have been calibrated for TIP3P water with the OPLS potentials, cooperative effects would still not be represented. The variation of hydrogen bonds in differing conditions might be as great as that of water with different numbers of water neighbors.

The energies at the minima in Figure 2 cover a range equivalent to approximately $6 k_{\mathrm{B}} T$ near room temperature. In MD, the force as well as the energy matters. For the TIP3P curve, in the range of $2.8 \sim 3.2 \AA$, where the bonds have their greatest effect (counting the number in that range as well as the energy), force is about $0.0067 \mathrm{H}^{-1}$, while for the others it ranges from approximately 0.004 to $0.008 \mathrm{H}^{-1}$ (to 0.010 for the 1221 cluster), meaning that the water molecules could move more or less rapidly than the average. The angle dependencies are much weaker, as noted in the methods section. However, one angle, $a_{2}$, and one dihedral, $d_{4}$, produce energies differing by slightly over $\pm 0.5 \mathrm{mH}$, making them just large enough to take into consideration (while it
might seem arbitrary to set a threshold of 0.5 mH , it is necessary to set some threshold at a reasonable value). If the other angle and dihedrals were included, they would produce similar results, but with a little more scatter and a little less significance. We characterize the angles by an equation of the form:

$$
\begin{equation*}
E(D)=C_{1} D+C_{2} D^{2} \tag{2}
\end{equation*}
$$

where in this case $D$ can be either an angle or a dihedral. The equation was fitted to the five points $\left(D=-0^{\circ},-5^{\circ}\right.$, $0,+5^{\circ},+10^{\circ}$, with $0^{\circ}$ being the value at the minimum), for each of the clusters. The plots in Figure 3 are $C_{1}$ versus $\mathrm{C}_{2}$ (normalized by the average value of the plot). Again, we see that $K_{\mathrm{N}}$ is a valuable parameter in classifying the points, but the energy differences here are much smaller (roughly by an order of magnitude).

The properties of the hydrogen bonds, whether determined as bond order, electron density at the bond critical point, energy, or the index $K_{\mathrm{N}}$, all have a similar relation to the $\mathrm{O}-\mathrm{O}$ distance, as shown in Figure 4. There are several ways to show how the bond distance, energy, electron density, and bond length are related; the key point is that the relation is dependent on the arrangement of neighbors of the hydrogen-bonded pair of water molecules.

Equation 3 gives six such relations. All are fitted parabolas. Define $R_{\mathrm{d}}=R_{\mathrm{OO}}-2.9 \AA(2.9 \AA$ is the equilibrium distance for the 1001 cluster) where $R_{\mathrm{OO}}$ is the oxygen-oxygen distance of the central pair, for each of the single-point calculations in the scan. Then, we can express (1) the hydrogen-bond energy at the minimum, relative to the energy at $3.9 \AA, \Delta E_{\mathrm{WW}}(3.9 \AA=$ full separation, as shown in Figure 2); (2) the electron density at the bcp $\rho$ (from AIM); (3) $w$, the sum of the Wiberg indices for the six atoms of the two central molecules; (4) the Wiberg index for the central hydrogen bond alone, w1; (5) the net index $K_{\mathrm{N}}$; and (6) the Hooke's Law force constant $F$ at the minimum distance determined within $0.5 \AA$ of the energy minimum:

$$
\begin{gather*}
\Delta E_{\mathrm{WW}}=-0.00474+0.2418 R_{\mathrm{d}}-0.06967 R_{\mathrm{d}}^{2}(\mathrm{H})  \tag{3a}\\
\rho=0.02444-0.0585 R_{\mathrm{d}}+0.0977 R_{\mathrm{d}}^{2}  \tag{3b}\\
w=0.03502-0.17074 R_{\mathrm{d}}+0.55466 R_{\mathrm{d}}^{2}  \tag{3c}\\
\mathrm{w} 1=0.0238-0.13417 R_{\mathrm{d}}+0.45388 R_{\mathrm{d}}^{2}  \tag{3d}\\
K_{\mathrm{N}}=1.97106+23.69411 R_{\mathrm{d}}-38.72767 R_{\mathrm{d}}^{2}  \tag{3e}\\
F=0.04271-0.16497 R_{\mathrm{d}}+0.11094 R_{\mathrm{d}}^{2}\left(\mathrm{H} / \AA^{2}\right) \tag{3f}
\end{gather*}
$$

Because there is little interaction between atoms that are neighbors but are not covalently bonded, the index values are small; however, they are appreciably different from zero, and the w1 index suggests some significant bond overlap for the hydrogen bond. The other quantities are given in Figure 4. $R_{\mathrm{d}}$ is at most $\pm 0.13 \AA$, but the curvature is nevertheless appreciable. The Wiberg bond index for the hydrogen bond is roughly $2 / 3$ of the sum of these indices for


Figure 3. Angle $a_{2}$ and dihedral $d_{4}$. The values of angle $a_{2}$ and $d_{4}$ are shown as $C_{1}$ vs $C_{2}$ of eq 2 . The top panels show $a_{2}$ and $d_{4}$ pictorially; the red arcs show how the oxygen atoms move, gray arcs the corresponding hydrogen atoms, when the angle or dihedral is scanned. The atoms that move do so as a rigid body. Those that do not move do not have arcs. The initial (zero) value of the $\mathrm{O}_{\mathrm{a}}-\mathrm{O}_{\mathrm{d}}-\mathrm{H}_{\mathrm{d}}(\mathrm{a}=$ acceptor, $\mathrm{d}=$ donor $)$ angle $D$ is $108.8^{\circ}$, and that of the dihedral is $0^{\circ}$. The points in the lower plots are shown in color according to $K_{N}$ and labeled with the $K_{N}$ value. The energy scale of the two figures has been set up identically so that it is clear that the $C_{2}$ value, which provides the larger contribution to the energy, is larger for the dihedral (to get energy, multiply by the angle ${ }^{2}$, hence, at $10^{\circ}, 100$ ). We do not have an explanation for the fairly even spacing of the dihedral $C_{1}$ values. The most obvious regularity shows that the smaller the $K_{N}$ value is, the larger the $C_{2}$ value.
the nine pairs of atoms at all separations. Figure 4 suggests also the limited level of scatter in the relations.

Charge transfer between the central water molecules also occurs. Figure 5 shows the charge on the central donor molecule as the central pair and its associated neighbors are separated, for each group of possible neighbors. In this plot, the clusters are shown according to their first two (donor) indices. This is a result that cannot be reproduced by any of the standard point-charge models, for which the charges are fixed, with a net charge of zero. The charge includes transfer to the neighbors on the same side of the cluster, which is responsible for the nonzero value of the charge at large separations. The sum of the charges on the donor side, and on the acceptor side, does go to zero as required at large separations.

Forces are calculated as Hooke's Law constants from the parabolic fit near the energy minimum and are also wellordered by the index $K_{\mathrm{N}}$; the strongest bond, and the shortest, has $K_{\mathrm{N}}=-2$ (i.e., the 1221 cluster), with $K_{\mathrm{N}}=-1$ grouped close behind, and a reasonably well-ordered progression on to +4 (2002 cluster). The ordering is not perfect, with three clusters, with indices $22 x x$, having slightly larger constants than the equation gives.

What is surprising is the range of the Hooke's Law constants, from $0.0068 \mathrm{H}^{-2}$ (1221) for the strongest down to $0.0028 \mathrm{H}^{-2}$ for the weakest (2002). As the force
constants control motion in a simulation, this is a matter of some importance.

Finally, we have the dipole moments, shown in Table 2. The charges on the central donor, in Figure 5, obtained from NBO calculations, show a clear relation to the donor half of the cluster and a much weaker relation to the acceptor half; only at short distances is the $Y-Z$ dependence sufficient that there is appreciable difference in charge. The charge on the donor water of the central pair in a cluster can be described, at a central oxygen-oxygen distance of $2.9 \AA$, by eq 4 a :

$$
\begin{equation*}
Q=\Sigma i \delta Q_{\mathrm{i}} \tag{4a}
\end{equation*}
$$

with

$$
\begin{array}{r}
\delta Q=-0.0127+0.0013(W-1)-0.0020 X-0.0024 Y+ \\
0.0008(\mathrm{Z}-1)(4 \mathrm{~b}) \tag{4b}
\end{array}
$$

These quantities are defined as follows: (with $W, X, Y$, and Z replacing $K_{1}, K_{2}, K_{3}$, and $K_{4}$ in the equation and in Figure 5).

1. $\delta Q_{i}$ and $\delta Q$. The $\delta Q_{i}$ of eq 4 a is determined from the charge transfer from the donor member of the central dimer to the (up to) four neighbors of that molecule. The resulting charge on the donor water is $Q$ and is the quantity shown in Figure 5a.

The $\delta Q$ of eq 4b is the charge transfer between the two members of the central dimer. This is the same as the total
(a)


Figure 4. Properties of the clusters as a function of the $\mathrm{O}-\mathrm{O}$ distance of the central pair at the energy minimum; the minimum covers $0.23 \AA$, from the shortest to longest bonds, while the energy varies by approximately 6 mH , or about 6 $k_{\mathrm{B}} T$ near room temperature: (a) $K_{N}=K_{1}-K_{2}-K_{3}+K_{4}$, the net index; the other properties appear to correlate with this index more closely than with the individual indices. (b) the sum of Wiberg bond indices for all pairs of the central pair of atoms (sum of $3 \times 3=9$ indices, with three atoms on each molecule). (c) The electron density at the bcp for the hydrogen bond (calculated from AIM). (d) The energy of the system relative to that at a central $\mathrm{O}-\mathrm{O}$ separation of $3.9 \AA$. For the parabolic fits to these results, see eqs $3 a-3 c$ and $3 e$, with two other quantities represented by eqs 3d and 3f. Note the correlation with $K_{N}$ in particular carries through to all the properties; the $K_{N}$ values can be read from the figure for the other three properties shown (extend a vertical line down from a). There are four cases in which there is an overlap of $K_{N}$ values at the same bond distance, and the other properties tend to overlap at these distances also.
charge transfer between the donor half of the cluster and the acceptor half. This is also the charge-transfer $Q$ shown in Figure 5b.
2. Dipoles. Dipoles are computed by integrating the wave function, hence, by a method nominally independent of the computation of the charge (of course, the two are related, but one is not found directly from another). We are primarily concerned here not with the total dipole moment but with the difference in the dipole due to the cooperative effects we are studying. Therefore, define

$$
\begin{equation*}
\delta \mu=\mu_{\text {cluster }}-\left(\mu_{\text {dimer }}+\Sigma_{n} \mu_{n}\right) \tag{5}
\end{equation*}
$$

In other words, $\delta \mu$ is the vector difference between what the cluster would have for a dipole moment if there were no cooperative interactions and what it actually has. The values are calculated as vectors and then averaged over all 64 possible clusters. The isolated molecule contributions are subtracted in $\delta \mu$.

Table 2 shows the interesting result that the magnitude of the vector contribution of an added water molecule is roughly the same for all the possible water molecules that can be added to the central pair, on average. The computation has been done for the following cases: (1) Add water "physi-
cally" (i.e., when the water is not present, the wave functions are not left behind) using constrained clusters. 2) Use ghost atoms when the neighbor water is not present, again using constrained clusters. This removes BSSE. (3) Relax the constraint to the extent of reoptimizing the OH distance in the central hydrogen bond, and use ghost atoms again. (4) Use TIP3P, which should make the cooperative effect zero. This is not shown in the table; the actual values were about $10^{-6}$, too small to show in the table. That value gives the error, including round-off error, in the suite of programs used to get these values and served as a check. (5) Modify TIP3P, with the central OH bond optimized. These results were on the order of $10^{-3}$, and are shown.

The average is computed by determining $\delta \mu$ for each cluster:

$$
\begin{equation*}
\delta \mu=\sum_{i}^{6} k_{i} x_{i} \tag{6}
\end{equation*}
$$

where the $k_{i}$ is 0 or 1 , depending on whether the molecule to which it refers is present or absent and the $x_{i}$ represents the vector contributions of each water molecule. The result is fitted to allow the total cluster to have the correct value of $\delta \mu$, giving the magnitudes of the $x_{i}$. The result is averaged over all 64 clusters (each $k_{i}$ has two values; hence, there are $2^{6}$ total values). It is this average that is shown in Table 2.

Clearly, the dipoles are somewhat affected by BSSE, so the correction should be included. Also, the symmetry of the donors on the acceptor, and that of the two acceptors on the donor, is as expected (doing them separately both takes account of the possibility that the slight asymmetry of the angles may matter-evidently, it does not-and acts as a check on the calculation). Were any of the differences in these cases large, it would have shown an error. The differences are on the order of $10^{-5}$, which shows that the angle asymmetry can be neglected, and that no error in the program can be found from this part of the calculation. What is especially important in this set of results is the fact that all the molecules make a similar contribution, suggesting that the nonlinear effects, although much too large to ignore, will not be too difficult to include in a fairly simple set of parameters in a new potential.

## Consequences for Molecular Dynamics Simulations.

 For MD simulations, these relations suggest a major readjustment in treatment of water in limited clusters. The extent to which such clusters are a good description of water molecules bounded as, for example, in proteins remains to be demonstrated, as the clusters we have studied exist in a vacuum. However, it would be surprising if water in small bounded cavities behaved like bulk water; it is possible that certain groups, especially carboxyl or hydroxyl, could partially replace water. Other groups, such as amines, or charged groups, might produce results even more different from bulk water than a vacuum does. The OPLS ${ }^{3}$ potentials are designed for proteins with TIP3P water, but again, cooperative effects are not included in any point-charge model. The differences will include deciding whether the water is likely to remain bound or will change positions rapidly, and whether the hydrogen bonds form a barrier to solutes or permit passage. Temperature dependence will also

Figure 5. (a) Charge on the central donor molecule (for a definition of charge, see eq 4, with the text below) for all 36 clusters, grouped by donor molecule indices. Acceptor molecule indices for each curve are not shown, because they group tightly enough that they are not important. Note that the charge on the molecule when the two half clusters have separated at a large distance is approximately $0.013-0.014$ charges for an increment of one in $X$, and about -0.010 to -0.012 for an increment of 1 in $W$. The charge on the central molecule does not go to zero at infinite separation (except, fortuitously, for the $21 Y Z$ clusters), because of charge transfer within the half cluster. The charge transferred for short bonds is much greater, which is not a surprise. Even at a large distance, the difference between having the central molecule being a donor twice and never an acceptor (20 YZ), and being an acceptor twice and donor only the one time required by definition (12YZ), is $>0.03$ electronic charges, which is appreciable. (b) Charge on the half clusters. This time, the charge must go to zero at large distances. The curves appear to cross, because of the conflicting effects of the donor and acceptors. However, the lowest curve (largest negative charge) again goes with the $20 Y Z$ (double donor, no acceptor) cluster, the least negative is the $12 Y Z$ cluster. The difference in charge at 2.9 $\AA$ is $>0.01 e$, large enough to be important.

Table 2. Contribution of Each Molecule to the Dipole Moment of the Cluster, Above that of the Isolated Molecule, for Each Type of Calculation; First and Second Rows, Donor to the Acceptor, Third Row, Acceptor to the Acceptor, Fourth Row, Donors to the Donor, Fifth and Sixth Rows, Acceptors to the Donor ${ }^{a}$

| molecule as <br> in caption | no ghost <br> atoms | ghost <br> atoms | ghost atoms <br> OH reoptimized | modified TIP3P <br> OH reoptimized |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.611 | 0.717 | 0.724 | 0.002 |
| 2 | 0.611 | 0.717 | 0.724 | 0.002 |
| 3 | 0.588 | 0.668 | 0.667 | 0.004 |
| 4 | 0.582 | 0.710 | 0.716 | 0.002 |
| 5 | 0.634 | 0.730 | 0.738 | 0.005 |
| 6 | 0.634 | 0.730 | 0.738 | 0.005 |

[^13]be altered, as will the work done in moving a solute through the water. Further work is required to make it possible to use potentials consonant with these results in a simulation. In particular, methods for tracking the number and type of nearest neighbors are being developed. In addition, a consistent set of potentials for other atom types in molecules (with biomolecules of special interest) must be worked out. We have not mentioned charged clusters at all here. However, work is underway to study these, as well as to keep track of individual atoms, in order to make possible the simulation of proton transfer. When the entire system of potentials and other software is complete, it should be possible to simulate a system containing hydrogen bonds accurately, with the cooperative effects, and include in the simulation the exchange of protons, whether or not the species are charged.

## Conclusions

Hydrogen bonds have been found to have significantly different bonding strength from that in bulk water in a type of small cluster that emphasizes the role of cooperative effects involving nearest neighbors. Energy, bond length, electron density at the bond critical point, force constants, dipole moments, and Wiberg bond indices are strongly correlated with the number and type of nearest neighbors. Forces that differ from those in bulk water would have significant effects on the results of MD simulations. Because the clusters were in a vacuum, further work will be required to extend these results to proteins with small clusters of water in clefts or cavities. However, it is now clear that it is dangerous to ignore cooperative effects in simulations using point-charge potentials under nonbulk conditions.
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#### Abstract

The radicals generated by hydrogen-atom addition to the Watson-Crick guaninecytosine (G-C) DNA base pair were studied theoretically using an approach that has proved effective in predicting molecular structures and energetics. All optimized structures were confirmed to be minima via vibrational frequency analysis. The dissociation energies of the basepair radicals are predicted and compared with that of the neutral $\mathrm{G}-\mathrm{C}$ base pair. The lowestenergy base-pair radical is that with the hydrogen atom attached to the C 8 position of guanine, resulting in the nitrogen radical designated $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$. In this, the most favorable radical, the $\mathrm{G}-\mathrm{C}$ pair $\mathrm{C} 8=\mathrm{N} 7$ distance of $1.310 \AA$ increases to $1.453 \AA$ when the $\pi$ bond is broken upon hydrogen-atom addition. This radical has a dissociation energy of $28 \mathrm{kcal} / \mathrm{mol}$, which may be compared with $27 \mathrm{kcal} / \mathrm{mol}$ for neutral $\mathrm{G}-\mathrm{C}$. The other $(\mathrm{GC}+\mathrm{H}) \cdot{ }^{\bullet}$ radical dissociation energies range downward to $8 \mathrm{kcal} / \mathrm{mol}$. Significant structural changes were observed when the hydrogen was added to the sites where the interstrand hydrogen bonds are formed. For example, "butterfly"shape structures were found when the hydrogen atom was added to the C4 or C5 sites of guanine. The formation of radical $\mathrm{G}(\mathrm{C} 2)-\mathrm{C}$ may cause a single-strand break because of significant strain in the closely stacked base pairs. Radical $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$ is of biological importance because it may be an intermediate in the formation of 8 -oxo guanine.


## Introduction

With the obvious exception of normal cellular DNA metabolism, lesions resulting from external agents such as ionizing radiation are believed to be the most important source of DNA damage with respect to the preservation of genetic integrity. ${ }^{1}$ To gain insight concerning the processes and mechanisms of radiation-induced damage to DNA, two underlying chemical pathways, the direct type and indirect type, have been introduced. ${ }^{2}$ The direct-type damage involves energy which mainly comes from monoenergetic photons ${ }^{3-6}$ or electrons, ${ }^{4,7-10}$ being deposited directly on the nucleotide of the DNA strand. ${ }^{11}$ For example, as a primary product of direct damage, the base radical cation $\mathrm{B}^{\bullet+}$ often deprotonates to yield the different radicals $\mathrm{B}^{\bullet}\left(-\mathrm{H}^{+}\right) .{ }^{12} \mathrm{~A}$ distinctly different effect involves indirect damage pathways related to the

[^14]Chart 1. Numbering Scheme for the Guanine-Cytosine Base Pair

radiosensitive environment. As a tightly surrounding medium, water can be irradiated to form free radicals such as atomic hydrogen and reactive oxygen species (ROS) like $\mathrm{O}_{2}{ }^{--}, \mathrm{OH}^{\bullet}$, and $\mathrm{H}_{2} \mathrm{O}_{2} .{ }^{13}$ These radicals may then react with nucleotides


Figure 1. Optimized geometry of the neutral guanine-cytosine $(G-C)$ base pair at the B3LYP/DZP++ level of theory. The unit of bond length in this figure and the following figures is the angstrom ( $\AA$ ).

Table 1. Total and Relative Energies of $(\mathrm{G}+\mathrm{H})^{\bullet-} \mathrm{C}$ and $\mathrm{G}-(\mathrm{C}+\mathrm{H}) \cdot$ Base-Pair Radicals (See Chart 1 for Atom Numbering)

| radicals | non-ZPVE |  | ZPVE-corrected |  |
| :---: | :---: | :---: | :---: | :---: |
|  | total energy (Eh) | relative energy (kcal/mol) | total energy (Eh) | relative energy (kcal/mol) |
| G(C8)-C | -938.28079 | 0.0 | -938.05436 | 0.0 |
| G-C(N3) | -938.27585 | 3.1 | -938.04959 | 3.0 |
| G-C(C5) | -938.27503 | 3.6 | -938.04835 | 3.8 |
| $\mathrm{G}-\mathrm{C}(\mathrm{C} 6)$ | -938.27152 | 5.8 | -938.04528 | 5.7 |
| G(N7)-C | -938.26148 | 12.1 | -938.03528 | 12.0 |
| G(C4)-C | -938.25296 | 17.5 | -938.02651 | 17.5 |
| $\mathrm{G}(\mathrm{C} 5)-\mathrm{C}$ | -938.24890 | 20.0 | -938.02309 | 19.6 |
| G(C2)-C | -938.24606 | 21.8 | -938.01945 | 21.9 |
| $\mathrm{G}(\mathrm{O})-\mathrm{C}$ | -938.24108 | 24.9 | -938.01452 | 25.0 |
| $\mathrm{G}-\mathrm{C}(\mathrm{O} 2)$ | -938.23572 | 28.3 | -938.01054 | 27.5 |
| G(N3)-C | -938.23540 | 28.5 | -938.00920 | 28.3 |
| G-C(C4) | -938.22578 | 34.5 | -937.99867 | 34.9 |

to induce structural damage such as single-strand breaks (SSBs) ${ }^{14}$ and double-strand breaks, ${ }^{15}$ as well as genetic information changes like pairing mismatches and mutations. ${ }^{16}$ There are extensive studies both theoretical ${ }^{17-19}$ and experimental ${ }^{20-23}$ of $\mathrm{OH}^{\bullet}$ radicals reacting with purines and pyrimidines by removing one hydrogen atom ${ }^{12 \mathrm{a}}$ or directly attacking double bonds. ${ }^{24,25}$ However, the role played by nonROS such as hydrogen atoms in DNA radiation damage is less clear.
Some earlier studies of isolated hydrogenated nucleic acid base (NAB) radicals must be noted. In 1998, Wetmore et al. ${ }^{26}$ showed H -atom addition to guanine to be preferable at position C8 (See Chart 1 for the standard atom numbering in guanine) from electron paramagnetic resonance (EPR) and electron nuclear double resonance (ENDOR) experiments, as well as density functional theory (DFT). Hydrogenated cytosine has also been explored at the DFT level theoretically ${ }^{27,28}$ and by EPR/ENDOR ${ }^{29,30}$ experiments. As transient intermediates, the resultant NAB radicals either (a) undergo


Figure 2. Optimized geometry of the $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$ base-pair radical at the B3LYP/DZP++ level of theory. Relative to neutral $\mathrm{G}-\mathrm{C}$, there is a hydrogen atom attached to guanine C 8 . The dot $(\bullet)$ shows the formal radical center position in the qualitative valence structure.


Figure 3. Optimized geometry of the $\mathrm{G}-\mathrm{C}(\mathrm{N} 3)$ base-pair radical at the B3LYP/DZP++ level of theory. A hydrogen atom is attached to cytosine N3 when compared to the neutral G-C pair. The dot ( $\bullet$ ) shows the formal radical center position in the qualitative valence structure.


Figure 4. Optimized geometry of the $\mathrm{G}-\mathrm{C}(\mathrm{C} 5)$ base-pair radical at the B3LYP/DZP++ level of theory. There is a hydrogen atom attached to cytosine C5 when compared to neutral G-C pair.
fast proton rearrangement reactions to form more thermodynamically stable species that will induce DNA tandem lesions ${ }^{31 \mathrm{a}}$ and interstrand cross-links ${ }^{31 \mathrm{~b}}$ after trapping electrons or (b) are repaired ${ }^{24,32}$ by thiols in biological systems.

Further investigations of damage in DNA have been extended to the Watson-Crick base pairs and the stacked double helix. Mechanisms of radical formation and further reaction channels have been discussed. ${ }^{33-41}$ The formation of radicals sometimes involves excited triplet states of deoxyribose, which are expected to dissociate efficiently into radicals, leading to subsequent strand breaks. ${ }^{35}$ Electron transfer through a $\pi$-stacked helix increases the chance of exciting closed-shell neutrals, ${ }^{36,37}$ and captured electrons may cause strand breaks and mutations. ${ }^{38-40}$ Recent research has also shown that the electron capturing probability scales with the number of guanines in the single-strand DNA oligomer. ${ }^{41}$ Proton transfer also plays a crucial role in DNA biological
processes. ${ }^{42-46}$ However, studies of hydrogen addition to base pairs, the structures and energies of the different hydrogenated base-pair radicals, and how the deformed single NABs affect the pairing pattern as well as the stacked helix have not been reported.

Hydrogen bonds in the neutral guanine cytosine ( $\mathrm{G}-\mathrm{C}$ ) base pair have been discussed extensively. Various theoretical methods have been used to determine DNA base-pair structural features. ${ }^{47-51}$ Complex environments, including the interactions between the NAB pair and metal cations ${ }^{47,48}$ and water molecules, ${ }^{48}$ are required to explain the discrepancies between X-ray crystal structures and the structure of the gasphase base pairs. ${ }^{51}$ Combining Monte Carlo and DFT [B3LYP/6-31+G(d)] methods, Coutinho et al. ${ }^{49}$ concluded in 2004 that the $\mathrm{G}-\mathrm{C}$ interaction in an aqueous environment is weakened to about $70 \%$ of the value obtained for the isolated G-C complex. Recently, Sponeret al. ${ }^{48}$ examined


Figure 5. Optimized geometry of the $\mathrm{G}-\mathrm{C}(\mathrm{C} 6)$ base-pair radical at the B3LYP/DZP++ level of theory. Relative to neutral $\mathrm{G}-\mathrm{C}$, there is a hydrogen atom attached to cytosine C6.


Figure 6. Optimized geometry of the $G(N 7)-C$ base-pair radical at the B3LYP/DZP++ level of theory. There is a hydrogen atom attached to guanine N7 position.
the different nucleic acid base pairs using resolution of identity (RI) MP2 methods and coupled-cluster corrections with the inclusion of noniterative triple contributions [CCSD(T)], combined with complete basis set extrapolations.

In this research, we focus on the neutral radical isomers generated by adding one hydrogen atom to the $\mathrm{G}-\mathrm{C}$ base pair, the latter depicted in Figure 1. The hydrogen atom may break $\mathrm{C}=\mathrm{C}, \mathrm{C}=\mathrm{N}$, or $\mathrm{C}=\mathrm{O}$ double bonds on the $\mathrm{G}-\mathrm{C}$ pair to yield radicals. By using the B3LYP functional combined with $\mathrm{DZP}++$ basis sets, we predict the geometrical structures of 12 possible $(\mathrm{G}+\mathrm{H})^{\bullet-} \mathrm{C}$ and $\mathrm{G}-(\mathrm{C}+\mathrm{H})^{\bullet}$ radical isomers, as well as the dissociation energies of each pair. Vibrational frequencies were employed to characterize all optimized geometrical structures as stationary points on the potential energy surfaces. Upon attachment of one hydrogen atom to the $\mathrm{G}-\mathrm{C}$ pair, the original planarity, demonstrated by gasphase theoretical methods, ${ }^{50}$ is destroyed. For example, a
"butterfly" conformation ${ }^{52}$ is adopted for the guanine base rings when a hydrogen atom is added at the C 4 or C 5 positions.

## Theoretical Methods

A carefully calibrated DFT approach ${ }^{28,33,50,53}$ has been used in this research to optimize geometries and predict vibrational frequencies. The B3LYP method is a combination of the Becke's three-parameter exchange functional (B3), ${ }^{54}$ and the dynamic correlation functional of Lee, Yang, and Parr (LYP). ${ }^{55}$ The Gaussian 94 system of DFT programs ${ }^{56}$ was used for all computations.

This research was carried out using double- $\zeta$-quality basis sets with polarization and diffuse functions, denoted as DZP ++ . The DZP ++ basis sets were constructed by augmenting the Huzinaga-Dunning ${ }^{57,58}$ set of constructed double- $\zeta$ Gaussian functions with one set of p-type polarization functions for each H atom and one set of five d-type


Figure 7. Optimized geometry of the $G(C 4)-C$ base-pair radical at the B3LYP/DZP++ level of theory. Relative to neutral $\mathrm{G}-\mathrm{C}$, there is a hydrogen atom attached to guanine C 4 .


Figure 8. (a) Optimized geometry of the $\mathrm{G}(\mathrm{C} 5)-\mathrm{C}$ base-pair radical at the B3LYP/DZP++ level of theory. Relative to the neutral $G-C$, there is a hydrogen atom attached to guanine $C 5$. (b) Side view of the $G(C 5)-C$ radical, showing that the planarity of isolated guanine-cytosine is lost.
polarization functions for each $\mathrm{C}, \mathrm{N}$, and O atom $\left[\alpha_{\mathrm{p}}(\mathrm{H})=\right.$ $0.75, \alpha_{d}(C)=0.75, \alpha_{d}(N)=0.80$, and $\left.\alpha_{d}(O)=0.85\right]$. To complete the DZP ++ basis, one even-tempered diffuse s function was added to each H atom while sets of eventempered diffuse $s$ and $p$ functions were centered on each heavy atom. The even-tempered orbital exponents were determined by the following convention: ${ }^{59}$

$$
\alpha_{\text {diffuse }}=\frac{1}{2}\left(\frac{\alpha_{1}}{\alpha_{2}}+\frac{\alpha_{2}}{\alpha_{3}}\right) \alpha_{1}
$$

in which $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ are the three smallest primitive Gaussian orbital exponents for a given atom ( $\alpha_{1}<\alpha_{2}<\alpha_{3}$ ). The final DZP ++ set contains six functions per H atom ( $5 \mathrm{~s} 1 \mathrm{p} / 3 \mathrm{~s} 1 \mathrm{p}$ ) and 19 functions per C , N , or O atom ( $10 \mathrm{~s} 6 \mathrm{p} 1 \mathrm{~d} /$ 5 s 3 p 1 d ), yielding a total of 427 contracted Gaussian functions


Figure 9. (a) Optimized geometry of the $G(C 2)-C$ base-pair radical at the B3LYP/DZP ++ level of theory. There is a hydrogen atom attached to the guanine $C 2$ position compared to $G-C$. (b) Side view of the $G(C 2)-C$ radical, showing that the amino group of guanine is significantly out of plane.
for each $(\mathrm{G}+\mathrm{H})^{\bullet}-\mathrm{C}$ and $\mathrm{G}-(\mathrm{C}+\mathrm{H})^{\bullet}$ hydrogenated basepair radical.

The dissociation energies of the hydrogenated G-C radical base pairs were defined as

$$
\begin{equation*}
D_{\mathrm{e}}=E\left[(\mathrm{G}+\mathrm{H})^{\bullet}-\mathrm{C}\right]-E\left[(\mathrm{G}+\mathrm{H})^{\bullet}\right]-E(\mathrm{C}) \tag{i}
\end{equation*}
$$

To analyze the unpaired electron distributions, Kohn-

$$
\begin{equation*}
D_{\mathrm{e}}=E\left[\mathrm{G}-(\mathrm{C}+\mathrm{H})^{\bullet}\right]-E(\mathrm{G})-E\left[(\mathrm{C}+\mathrm{H})^{\bullet}\right] \tag{ii}
\end{equation*}
$$

Sham molecular orbitals and spin-density plots were constructed from the appropriate B3LYP/DZP ++ density. Natural population atomic charges were determined using the natural bond order analysis of Reed and co-workers. ${ }^{60-63}$

## Results and Discussion

In this work, we use generic labels ${ }^{33}$ to represent the 12 possible radical isomers resulting from hydrogen addition to the $\mathrm{G}-\mathrm{C}$ base pair (Chart 1). The label $\mathrm{G}(\mathrm{N} 3)-\mathrm{C}$ is meant to imply that a hydrogen atom has been added to the N3 site of the guanine moiety. The total and relative energies of the 12 radicals are reported in Table 1. The optimized geometries of the closed-shell $\mathrm{G}-\mathrm{C}$ pair and the $(\mathrm{G}+\mathrm{H})^{\bullet}-\mathrm{C}$ and $\mathrm{G}-(\mathrm{C}+\mathrm{H})^{\bullet}$ radicals are schematically represented from Figures $1-13$. Generally, hydrogen addition causes substantial distortions to the original $C_{s}$-symmetry $\mathrm{G}-\mathrm{C}$ pair. Most H -atom addition products are of $C_{1}$ symmetry, except for $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$ and $\mathrm{G}-\mathrm{C}(\mathrm{C} 6)$, which retain planarity. For hydro-
gen-atom addition to the carbonyl group of each base, we discuss only the results associated with hydrogen-atom appendage to the oxygen atom. When a hydrogen atom adds to the carbon side of the carbonyl bond, the resulting oxygen radical will extract a hydrogen atom from its H -bond pair. The total energy of this radical is higher than that of most isomers we considered. Furthermore, as a complicated biochemical processes, the barrier-free hydrogen and proton transfers ${ }^{42-46}$ are beyond the scope of this research.

1. Closed-Shell Guanine-Cytosine ( $\mathbf{G}-\mathrm{C}$ ) Base Pair. The Watson-Crick model of the $\mathrm{G}-\mathrm{C}$ base pair has been explored in this research using the B3LYP/DZP ++ method. The optimized structure with $C_{s}$ symmetry is shown in Figure 1. The three heavy-atom-heavy-atom distances associated with H bonds are predicted to be 2.767, 2.924, and $2.911 \AA$. It is well-known that these gas-phase H-bond distances do not match quantitatively with the crystallographic findings 2.91, 2.95, and $2.86 \AA$. The discrepancies between theoretical H -bond lengths and the crystal structure are due to the environmental effects, described in the important paper by Guerra et al. ${ }^{47}$ The dissociation energies of $\mathrm{G}-\mathrm{C},(\mathrm{G}+\mathrm{H})^{\cdot-}$ C , and $\mathrm{G}-(\mathrm{C}+\mathrm{H})^{\bullet}$ are reported in Table 2. The closedshell $\mathrm{G}-\mathrm{C}$ dissociation energy in this research is in good agreement with the definitive theoretical result of Sponer et al. ${ }^{48}$
2. Radicals. a. $\mathbf{G}(\mathbf{C 8})-\mathbf{C}$. The lowest-energy radical in this series is the radical generated by the addition of hydrogen to atom C8 of guanine (Chart 1 and Figure 2). Qualitatively,


Figure 10. (a) Optimized geometry of the $\mathrm{G}(\mathrm{O} 6)-\mathrm{C}$ radical at the B3LYP/DZP++ level of theory. A hydrogen atom is attached to guanine $O 6$ position compared to $\mathrm{G}-\mathrm{C}$. (b) Side view of the $\mathrm{G}(\mathrm{O} 6)-\mathrm{C}$ radical, showing the twisting of the guanine and cytosine rings.
atom C 8 is changed to $\mathrm{sp}^{3}$ hybridization from $\mathrm{sp}^{2}$ in $\mathrm{G}-\mathrm{C}$ after the $\mathrm{C} 8=\mathrm{N} 7$ double bond is broken. The resulting radical pair has relatively minor structural perturbations, keeping the $C_{s}$ symmetry of closed-shell $\mathrm{G}-\mathrm{C}$. The $(\mathrm{G}+\mathrm{H})^{\bullet}$ radical is favorable to the formation of H bonds with cytosine, and the three H bonds are shortened by $0.009,0.017$, and 0.008 A. Although the hydrogen-bonded distances are little changed from $\mathrm{G}-\mathrm{C}$ to $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$, some heavy-atom-heavy-atom distances are substantially changed. Most notably, the $\mathrm{C} 8=$ N7 distance ( $1.310 \AA$ in $G-C$ ) is increased to $1.453 \AA$ for $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$. This result is of course consistent with breaking the $\mathrm{C} 8=\mathrm{N} 7 \pi$ bond of $\mathrm{G}-\mathrm{C}$. However, other structural changes are not so trivially explained. For example, the distance N9-C8 increases from 1.390 to $1.476 \AA$ in going from $\mathrm{G}-\mathrm{C}$ to the hydrogen-addition radical.

The $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$ dissociation energy is $28.1 \mathrm{kcal} / \mathrm{mol}$, slightly greater than the $27.2 \mathrm{kcal} / \mathrm{mol}$ predicted for closedshell G-C.
b. $\mathbf{G}-\mathbf{C}(\mathbf{N} 3)$. When a hydrogen atom adds to the N3 position of cytosine to break the $\mathrm{N} 3=\mathrm{C} 4$ double bond, the radical designated $\mathrm{G}-\mathrm{C}(\mathrm{N} 3)$ is formed. Adding the hydrogen to this nitrogen atom necessarily results in the loss of the hydrogen bond $\mathrm{N} 1 \mathrm{H} 1 \cdots \mathrm{~N} 3$. The entire backbone shifts to form two new hydrogen bonds O6 $\cdots \mathrm{H} 3 \mathrm{~N} 3$ and $\mathrm{N} 1 \mathrm{H} 1 \cdots \mathrm{O} 2$ (Figure 3). The new structure favors the formation of H bonds since the new $\mathrm{N} 1 \mathrm{H} 1 \cdots \mathrm{O} 2$ bond length is significantly shorter $(0.154 \AA)$ than the old $\mathrm{N} 2 \mathrm{H} 2 \cdots \mathrm{O} 2$ bond length of the original closed shell $\mathrm{G}-\mathrm{C}$ pair. The pairing energy is $7.3 \mathrm{kcal} / \mathrm{mol}$ greater than that of radical $\mathrm{G}(\mathrm{C} 2)-\mathrm{C}$ (Figure 9a), the other radical with two hydrogen bonds. As the second-lowest-energy radical, the total energy of the G-C(N3)
radical is only $3.1 \mathrm{kcal} / \mathrm{mol}$ above that of the global minimum radical $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$ (Figure 2), despite the reduction from three to two hydrogen bonds. The $\pi$ bond $\mathrm{N} 3=\mathrm{C} 4$ increases in distance from $1.342 \AA$ for $G-C$ to $1.409 \AA$ for the radical with the formal $\pi$ bond broken.
c. $\mathbf{G}-\mathbf{C}(\mathbf{C 5})$. Structure $\mathrm{G}-\mathrm{C}(\mathrm{C} 5)$ (Figure 4) is obtained when a hydrogen atom attaches to the cytosine C5 site. $\mathrm{G}-\mathrm{C}(\mathrm{C} 5)$ is predicted to lie only $3.6 \mathrm{kcal} / \mathrm{mol}$ above the global minimum $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$ (Figure 2). The $\mathrm{G}-\mathrm{C}$ planarity disappears when the $\mathrm{C} 5=\mathrm{C} 6 \pi$ bond is disrupted, increasing this distance from 1.362 to $1.494 \AA$. The adjacent C6-N1 bond length increases by 0.020 Å relative to G-C, possibly because the N1 lone-pair electrons interact with the unpaired electron formally located on cytosine C6 (with a spin density of 0.84 ). The overall geometrical structure of $\mathrm{G}-\mathrm{C}(\mathrm{C} 5)$ preserves the original $\mathrm{G}-\mathrm{C}$ pairing pattern. The two H -bond lengths O6 $\cdots \mathrm{H} 4 \mathrm{aN} 4$ and $\mathrm{N} 1 \mathrm{H} 1 \cdots \mathrm{~N} 3$ are decreased by 0.023 and $0.009 \AA$, respectively, and the $\mathrm{N} 2 \mathrm{H} 2 \mathrm{a} \cdots \mathrm{O} 2 \mathrm{H}$-bond distance is increased by $0.004 \AA$. The pairing energy is 27.9 $\mathrm{kcal} / \mathrm{mol}$, only $0.7 \mathrm{kcal} / \mathrm{mol}$ larger than that for closed-shell $\mathrm{G}-\mathrm{C}$ at the same level of theory.
d. $\mathbf{G}-\mathbf{C}(\mathbf{C 6})$. This radical, shown in Figure 5, is achieved by adding a hydrogen atom to site C 6 of cytosine. The total energy of $\mathrm{G}-\mathrm{C}(\mathrm{C} 6)$ lies $5.8 \mathrm{kcal} / \mathrm{mol}$ above the lowestenergy radical isomer $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$ (Figure 2). G-C(C6) maintains the original $C_{s}$ symmetry of the closed-shell $\mathrm{G}-\mathrm{C}$ pair. The spin density at atom C5 is predicted to be 0.87 , indicating that most of the unpaired electron density resides in this region, consistent with our simple Lewis dot structure. As was the case for the previous radical $\mathrm{G}-\mathrm{C}(\mathrm{C} 5)$ (Figure 4), the hydrogen-bond pattern is not greatly perturbed. The


Figure 11. (a) Optimized geometry of the $\mathrm{G}-\mathrm{C}(\mathrm{O} 2)$ base-pair radical at the B3LYP/DZP++ level of theory. There is a hydrogen atom attached to the cytosine O 2 position compared to $\mathrm{G}-\mathrm{C}$ neutral pair. (b) Side view of the $\mathrm{G}-\mathrm{C}(\mathrm{O} 2)$ radical, showing the twisting of the guanine and cytosine rings.


Figure 12. Optimized geometry of the $\mathrm{G}(\mathrm{N} 3)-\mathrm{C}$ base-pair radical at the B3LYP/DZP++ level of theory. Relative to the neutral $\mathrm{G}-\mathrm{C}$, there is a hydrogen atom attached to guanine N3.

H-bond lengths decrease by only $0.011,0.006$, and $0.028 \AA$ compared to $\mathrm{G}-\mathrm{C}$, while the dissociation energy is $27.7 \mathrm{kcal} /$ mol, very close to that for the $\mathrm{G}-\mathrm{C}$ pair ( $27.2 \mathrm{kcal} / \mathrm{mol}$ ). The $\mathrm{G}-\mathrm{C}$ double-bond distance $\mathrm{C} 5=\mathrm{C} 6(1.362 \AA)$ increases to $1.486 \AA$ upon qualitative breakage of the $\pi$ bond.
e. G(N7)-C. This radical is formed by hydrogen-atom addition to the atom N7 of guanine (Figure 6). The $\pi$ bond $(\mathrm{C} 8=\mathrm{C} 7)$ that is broken lengthens from $1.310 \AA(\mathrm{G}-\mathrm{C})$ to $1.417 \AA$ for the radical. Structure $G(N 7)-C$ is predicted to lie $12.1 \mathrm{kcal} / \mathrm{mol}$ higher than the global minimum $\mathrm{G}(\mathrm{C} 8)-$ C. The out-of-plane angle of the hydrogen attached to C 8 is
$43.5^{\circ}$ (dihedral angle $\mathrm{H} 8-\mathrm{C} 8-\mathrm{N} 7-\mathrm{C} 5$ is $136.5^{\circ}$ ), because of the slight pyramidization of C 8 . The two hydrogen atoms H7 and H9 are both slightly out of plane. This radical is of biological relevance because it may be an intermediate in the formation of 8 -oxo guanine, which has been found to resemble adenine and has been identified as a lesion generator. ${ }^{63}$ As seen earlier in this research, the H -bond lengths shorten when they are away from the radical formation center. In this case, two of three H bonds are shorter by 0.025 and $0.021 \AA$, respectively, compared to the closed-shell G-C pair, and the third is longer by $0.021 \AA$.


Figure 13. (a) Optimized geometry of the $\mathrm{G}-\mathrm{C}(\mathrm{C} 4)$ base-pair radical at the B3LYP/DZP++ level of theory. Relative to neutral $\mathrm{G}-\mathrm{C}$, there is a hydrogen atom attached to cytosine C 4 . (b) Side view of the $\mathrm{G}-\mathrm{C}(\mathrm{C} 4)$ radical, showing the twisting of the guanine and cytosine rings.

Table 2. Dissociation Energies of the GC Pair and the $(\mathrm{G}+\mathrm{H})^{\bullet}-\mathrm{C}$ and $\mathrm{G}-(\mathrm{C}+\mathrm{H})^{\bullet}$ Base-Pair Radicals (See Chart 1 for Atom Numbering)

|  |  | isolated species and energies (Eh) |  |  |  | dissociation energies ( $D_{\mathrm{e}}$ ) (kcal/mol) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| radicals | energies <br> (Eh) | guanine/( +H ) moiety |  | cytosine/(+H) moiety |  |  |
| G-C | -937.71869 | G | -542.66217 | C | -395.01323 | $\begin{gathered} 27.2 \\ 27.5^{a} \end{gathered}$ |
| G(C8)-C | -938.28079 | G(C8) | -543.22269 | C | -395.01323 | 28.1 |
| G-C(N3) | -938.27585 | G | -542.66217 | C(N3) | -395.57852 | 22.1 |
| $\mathrm{G}-\mathrm{C}(\mathrm{C} 5)$ | -938.27503 | G | -542.66217 | C(C5) | -395.56846 | 27.9 |
| G-C(C6) | -938.27152 | G | -542.66217 | C(C6) | -395.56521 | 27.7 |
| G(N7)-C | -938.26148 | G(N7) | -543.20692 | C | -395.01323 | 25.9 |
| G(C4)-C | -938.25296 | G(C4) | -543.20106 | C | -395.01323 | 24.3 |
| $\mathrm{G}(\mathrm{C} 5)-\mathrm{C}$ | -938.24890 | G(C5) | -543.19774 | C | -395.01323 | 23.8 |
| $\mathrm{G}(\mathrm{C} 2)-\mathrm{C}$ | -938.24606 | $\mathrm{G}(\mathrm{C} 2)$ | -543.20931 | C | -395.01323 | 14.8 |
| G(06)-C | -938.24108 | $\mathrm{G}(\mathrm{O6)}$ | -543.19648 | C | -395.01323 | 19.7 |
| $\mathrm{G}-\mathrm{C}(\mathrm{O} 2)$ | -938.23572 | G | -542.66217 | $\mathrm{C}(\mathrm{O} 2)$ | -395.56029 | 8.3 |
| $\mathrm{G}(\mathrm{N} 3)-\mathrm{C}$ | -938.23540 | G(N3) | -543.19012 | C | -395.01323 | 20.1 |
| G-C(C4) | -938.22578 | G | -542.66217 | C(C4) | -395.53060 | 20.7 |

${ }^{a}$ This is the RI-MP2/(aDZ $\rightarrow$ aTZ) result selected by Sponer et al. in their latest ab initio research to compare with other theoretical results (see ref 48).

The pairing energy of $25.9 \mathrm{kcal} / \mathrm{mol}$ corresponds to the dissociation of the radical into the hydrogenated guanine radical plus neutral cytosine.
f. $\mathbf{G}(\mathbf{C 4})-\mathbf{C}$. As a derivative of purine, guanine has both a six-membered ring and a five-membered ring. The two rings share the $\mathrm{C} 4=\mathrm{C} 5$ double bond. The radical isomer $\mathrm{G}(\mathrm{C} 4)-\mathrm{C}$ (Figure 7) is produced when a hydrogen atom is added to position C 4 . The total energy of this isomer is 17.5
$\mathrm{kcal} / \mathrm{mol}$ higher than the lowest-energy radical $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$ (Figure 2). The geometrical perturbations with respect to closed-shell $\mathrm{G}-\mathrm{C}$ are large because the planarity of both rings is destroyed when the shared double bond is diminished to a $\mathrm{C}-\mathrm{C}$ single bond. In this process, the $\mathrm{C} 4=\mathrm{C} 5$ distance $(1.405 \AA)$ is increased to $1.513 \AA$ for the radical. However, unlike the Lewis dot picture, the unpaired electron is partially distributed in the vicinity of C 4 (spin density 0.42 ) and C 2

Table 3. Relative Energies of Radicals Derived from Cytosine $(\mathrm{C}+\mathrm{H}) \cdot$ at the B3LYP/DZP++ Level of Theory

| radical | non-ZPVE |  | ZPVE-corrected |
| :---: | :---: | :---: | :---: |
|  | total energy (Eh) | relative energy (kcal/mol) | relative energy (kcal/mol) |
| C(N3) | -395.57852 | 0.0 | 0.0 |
| C(C5) | -395.56846 | 6.3 | 6.2 |
| C(C6) | -395.56521 | 8.4 | 8.0 |
| $\mathrm{C}(\mathrm{O} 2)$ | -395.56029 | 11.4 | 11.0 |
| C(C4) | -395.53060 | 30.1 | 29.8 |

(spin density 0.26). All three hydrogen-bond distances increase, by $0.031,0.036$, and $0.051 \AA$ compared to the closed-shell G-C, and the dissociation energy (Table 2) of $\mathrm{G}(\mathrm{C} 4)-\mathrm{C}$ is $24.3 \mathrm{kcal} / \mathrm{mol}$.
g. $\mathbf{G}(\mathbf{C 5})-\mathbf{C}$. Structure $\mathrm{G}(\mathrm{C} 5)-\mathrm{C}$ (Figure 8a) is the other radical isomer resulting when the shared double bond of the purine is broken. The resulting $\mathrm{C} 4-\mathrm{C} 5$ single bond distance $(1.510 \AA)$ is $0.003 \AA$ less than that just discussed. The total energy of this isomer is $20.0 \mathrm{kcal} / \mathrm{mol}$ high than the lowestenergy radical $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$ (Figure 2). As found for the previous radical isomer $\mathrm{G}(\mathrm{C} 4)-\mathrm{C}$, the inclined geometry of the two rings in guanine is not a simple open-book geometry but a twisted open-book structure (Figure 8b illustrates the nonplanarity). The three hydrogen-bond distances lengthen by $0.037,0.008$, and $0.058 \AA$ compared to $\mathrm{G}-\mathrm{C}$. The predicted dissociation energy of $23.8 \mathrm{kcal} / \mathrm{mol}$ is also very comparable to that of $\mathrm{G}(\mathrm{C} 4)-\mathrm{C}$, namely, only $0.5 \mathrm{kcal} / \mathrm{mol}$ higher.
h. $\mathbf{G}(\mathbf{C} 2)-\mathbf{C}$. In the formation of this radical, the hydrogen atom breaks the guanine $\mathrm{C} 2=\mathrm{N} 3$ double bond by adding to the C 2 site. The total energy of $\mathrm{G}(\mathrm{C} 2)-\mathrm{C}$ is predicted to be $21.8 \mathrm{kcal} / \mathrm{mol}$ higher than the lowest-energy radical $\mathrm{G}(\mathrm{C} 8)-$ C. The resulting minimum undergoes a qualitative structural change (Figure 9a) compared to closed-shell G-C pair. In the new radical, the two hydrogen atoms of the guanine amino group are so far from the cytosine moiety that no $\mathrm{N} 2 \mathrm{H} 2 \mathrm{a} \cdots \mathrm{O} 2$ hydrogen bond remains. If this radical can be formed in the DNA damage process, the resulting adduct will cause significant strain (see Figure 9b) in the closely stacked base pairs ( $\sim 3.4 \AA$ stacking distance ${ }^{51}$ ), which may result in an SSB of the DNA backbone. The remaining two H bonds $(\mathrm{O} 6 \cdots \mathrm{H} 4 \mathrm{aN} 4$ and $\mathrm{N} 1 \mathrm{H} 1 \cdots \mathrm{~N} 3)$ are somewhat elongated (by 0.072 and $0.012 \AA$ ) compared to those for the closed-shell $\mathrm{G}-\mathrm{C}$. The radical dissociation energy for $\mathrm{G}(\mathrm{C} 2)-\mathrm{C}$ is low, $14.8 \mathrm{kcal} / \mathrm{mol}$, since only the two hydrogen bonds remain (Table 2).
i. $\mathbf{G}(\mathbf{O 6})-\mathbf{C}$. The radical resulting from hydrogen-atom addition to the carbonyl oxygen of guanine, structure $\mathrm{G}(\mathrm{O} 6)-\mathrm{C}$ (Figure 10a), is predicted to lie $24.9 \mathrm{kcal} / \mathrm{mol}$ higher than the energy sink $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$ on the potential surface for hydrogen addition to $\mathrm{G}-\mathrm{C}$. In structure $\mathrm{G}(\mathrm{O} 6)-\mathrm{C}$, atom O6 is transformed from the oxo to hydroxyl form. As a result, the C6-O6 bond distance is lengthened by $0.166 \AA$ compared to closed-shell G-C. The atom C6 carries a spin density of 0.90 , still lying in the purine plane, consistent with the simple Lewis dot structure. The three H -bond distances are $1.918,1.950$ and $1.959 \AA$. Nevertheless, the twisted

Table 4. Relative Energies of Radicals Derived from Guanine $(G+H)^{\bullet}$ at the B3LYP/DZP++ Level of Theory

| radical | non-ZPVE |  | ZPVE-corrected |
| :---: | :---: | :---: | :---: |
|  | total energy (Eh) | relative energy (kcal/mol) | relative energy (kcal/mol) |
| G(C8) | -543.22269 | 0.0 | 0.0 |
| G(C2) | -543.20931 | 8.4 | 9.2 |
| G(N7) | -543.20692 | 9.9 | 10.4 |
| $\mathrm{G}(\mathrm{C} 4)$ | -543.20106 | 13.6 | 13.9 |
| G(C5) | -543.19774 | 15.7 | 15.4 |
| $\mathrm{G}(\mathrm{O6)}$ | -543.19648 | 16.4 | 16.9 |
| G(N3) | -543.19012 | 20.4 | 20.9 |

pairing geometry (Figure 10b) is not favorable for hydrogen bonding. The pairing (dissociation) energy is only $19.7 \mathrm{kcal} /$ mol, which is the second lowest among the radical isomers retaining three hydrogen bonds.
j. $\mathbf{G}-\mathbf{C}(\mathbf{O 2})$. Structure $\mathrm{G}-\mathrm{C}(\mathrm{O} 2)$ (Figure 11a) is formed by hydrogen-atom addition to the oxygen atom of the cytosine carbonyl group. The $\mathrm{G}-\mathrm{C}$ distance $\mathrm{O} 2=\mathrm{C} 2$ increases from 1.241 to $1.371 \AA$ for the newly formed radical. The attached H 2 atom on the O 2 site is out of plane by $30.5^{\circ}$ (dihedral angle $\mathrm{H} 2-\mathrm{O} 2-\mathrm{C} 2-\mathrm{N} 1$ ). Because of the steric interaction with atom H 2 , the cytosine H 1 atom also shows an obvious distortion from the ring plane by $37.1^{\circ}$ (dihedral angle $\mathrm{H} 1-\mathrm{N} 1-\mathrm{C} 2-\mathrm{O} 2)$. The total energy of $\mathrm{G}-\mathrm{C}(\mathrm{O} 2)$ is $28.3 \mathrm{kcal} / \mathrm{mol}$ above that of the global minimum $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$ (Figure 2). The NAB pairing interaction also shows interesting features. The theoretical dissociation energy is only 8.3 $\mathrm{kcal} / \mathrm{mol}$, much lower than other radical isomers with three H bonds. Compared with the isolated hydrogen-added cytosine isomer $\mathrm{C}(\mathrm{O} 2+\mathrm{H})$, the geometry of the cytosine moiety in $\mathrm{G}-\mathrm{C}(\mathrm{O} 2)$ is different because of the steric interaction between the additional hydrogen atom H 2 and the cytosine atom H1. The guanine and cytosine rings twist (Figure 11b), because of the pyramidization of the amino group in cytosine. As for $\mathrm{G}(\mathrm{O} 6)-\mathrm{C}$, the twisted pairing geometry is not favored for H -bond formation, with 0.163 , 0.112 , and $0.216 \AA$ elongations in bond distances compared to the neutral $\mathrm{G}-\mathrm{C}$ pair.
k. $\mathbf{G}(\mathbf{N} 3)-\mathbf{C}$. When the hydrogen atom adds to the guanine N3 atom, a radical formally centered at C2 is produced (Figure 12). Breaking the $\mathrm{N} 3=\mathrm{C} 2 \pi$ bond increases this distance by $0.108 \AA$. This radical is predicted to lie 28.5 $\mathrm{kcal} / \mathrm{mol}$ above the lowest-energy radical $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$. The guanine amino group changes from planar to nonplanar partly because of the new $\mathrm{sp}^{3}$ hybridization at C 2 . The guanine amino group adjacent to the radical center moves slightly out of plane to diminish the nitrogen lone-pair electron interaction with the localized single electron of C 2 (with a spin density of 0.88 , following the simple valence picture). As a result, the $\mathrm{C} 2-\mathrm{N} 2$ bond rotation causes the $\mathrm{N} 2 \mathrm{H} 2 \mathrm{a} \cdot \cdot$ - O 2 distance to be lengthened by $0.282 \AA$. The other two H bonds are increased by 0.016 and $0.049 \AA$ when compared with the closed-shell G-C pair (Figure 1). An energy of $20.1 \mathrm{kcal} / \mathrm{mol}$ (Table 2) is required to dissociate this radical base pair, compared to $27.2 \mathrm{kcal} / \mathrm{mol}$ for the neutral $\mathrm{G}-\mathrm{C}$ base pair.

1. G-C(C4). Structure G-C(C4) (Figure 13a) is the isomer with the highest energy of our family of 12 radicals, lying $34.5 \mathrm{kcal} / \mathrm{mol}$ higher than the global minimum radical $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$ structure. $\mathrm{G}-\mathrm{C}(\mathrm{C} 4)$ is generated by attaching a hydrogen atom to the C 4 position of cytosine. Like the previously discussed radical $\mathrm{G}(\mathrm{C} 2)-\mathrm{C}$ (Figure 9a), the additional hydrogen causes the carbon atom which connects to the amino group to be transformed qualitatively from $\mathrm{sp}^{2}$ to $\mathrm{sp}^{3}$ hybridization. This lengthens the $\mathrm{G}-\mathrm{C}$ bond $\mathrm{N} 3=\mathrm{C} 4$ from 1.342 to $1.454 \AA$ for the new radical. The amino group thus moves out of the cytosine plane by $78.1^{\circ}$ (dihedral angle $\mathrm{N} 4-\mathrm{C} 4-\mathrm{C} 5-\mathrm{C} 6$ is $101.9^{\circ}$ ). The H bond $\mathrm{O} 6 \cdots \mathrm{H} 4 \mathrm{aN} 4$ still exists, unlike the vanishing $\mathrm{N} 2 \mathrm{H} 2 \mathrm{a} \cdots \mathrm{O} 2$ bond in $\mathrm{G}(\mathrm{C} 2)-\mathrm{C}$ (Figure 9a). The dissociation energy is $20.7 \mathrm{kcal} / \mathrm{mol}$, about $6.0 \mathrm{kcal} / \mathrm{mol}$ higher than that of the radical $\mathrm{G}(\mathrm{C} 2)-\mathrm{C}$ with two H bonds. The planarity of the $\mathrm{G}-\mathrm{C}$ pair has been lost in order to form three H bonds, since the cytosine amino group is significantly out of plane. The guanine and cytosine are twisted as seen in Figure 13b.

## Conclusions

In general, the geometrical perturbations are significant in going from the neutral $\mathrm{G}-\mathrm{C}$ pair to the $(\mathrm{G}+\mathrm{H})^{\cdot}-\mathrm{C}$ and $\mathrm{G}-(\mathrm{C}+\mathrm{H})^{\bullet}$ radicals. A total of 10 of the 12 isomers deviate from the original $C_{s}$ symmetry of the $\mathrm{G}-\mathrm{C}$ pair in the gas phase. The other two radical isomers, $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$ and $\mathrm{G}-\mathrm{C}(\mathrm{C} 6)$, maintain $C_{s}$ symmetry. Classified by the hydrogenatom addition site, the 12 radical isomers may be divided into three groups: (1) The hydrogen atom adds to an atom that is close to or directly related to the three interstrand H bonds of the base pair. (2) The hydrogen atom adds to the $\mathrm{C} 4=\mathrm{C} 5$ bridgehead double bond of guanine. (3) The hydrogen atom adds to one of the five atoms away from the $\mathrm{G}-\mathrm{C}$ hydrogen bonds.

Among the three groups, radicals from the first group undergo the largest structural changes and are the least favored energetically [relative energies ranged $21.8 \sim 34.5$ $\mathrm{kcal} / \mathrm{mol}$, except for $\mathrm{G}-\mathrm{C}(\mathrm{N} 3)]$. The formation of radicals $\mathrm{G}(\mathrm{C} 2)-\mathrm{C}$ (Figure 9a) and $\mathrm{G}-\mathrm{C}(\mathrm{C} 4)$ (Figure 13a) may cause significant strain in $\pi-\pi$ stacked DNA bases. Another radical, $\mathrm{G}-\mathrm{C}(\mathrm{N} 3)$ (Figure 3), which changes the base pairing sequence, may cause a major lesion of DNA, so as to shift the entire $\mathrm{G}-\mathrm{C}$ backbone. Compared to the H bonds of neutral G-C (dissociation energy $\sim 27.0 \mathrm{kcal} / \mathrm{mol}$ ), all [except $\mathrm{G}-\mathrm{C}(\mathrm{N} 3)$ ] H bonds in this group show longer bond distances and lower dissociation energies, which can be as small as $8.3 \mathrm{kcal} / \mathrm{mol}[\mathrm{G}-\mathrm{C}(\mathrm{O} 2)]$.

The two radicals, $\mathrm{G}(\mathrm{C} 4)-\mathrm{C}$ (Figure 7) and $\mathrm{G}(\mathrm{C} 5)-\mathrm{C}$ (Figure 8), classified in our second group show intermediate total energies (relative energies 17.5 and $20.0 \mathrm{kcal} /$ mol ) and pairing energies. The significant geometry disturbances are attributed to the "butterfly" structure of the tworing guanine system. Since the planarity of guanine is gone, $\pi-\pi$ stacking conjugation may serve to create vertical basebase interactions.

The third group, composed of five radicals, has the lowest relative energies (below $12.1 \mathrm{kcal} / \mathrm{mol}$ ) and highest dissociation energies (above $25.9 \mathrm{kcal} / \mathrm{mol}$ ). The planar structure is maintained for radicals $\mathrm{G}(\mathrm{C} 8)-\mathrm{C}$ and $\mathrm{G}-\mathrm{C}(\mathrm{C} 6)$, since both
are formed without qualitative perturbation of the three H bonds. Most H -bond lengths for these radical isomers are even shorter than those of $\mathrm{G}-\mathrm{C}$. As the most probable products of NAB lesion following hydrogen-atom attachment, these structures suggest that the formation of hydrogenated $\mathrm{G}-\mathrm{C}$ pairs may not cause immediate $\mathrm{G}-\mathrm{C}$ dissociation.
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## Appendix

Tables 3 and 4 show the relative energies of radicals derived from cytosine $(\mathrm{C}+\mathrm{H})^{\bullet}$ and guanine $(\mathrm{G}+\mathrm{H})^{\bullet}$ at the B3LYP/ DZP ++ level of theory.
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#### Abstract

The performance of two computational models was evaluated in describing some aggregated structures, the bond lengths and dimerization energies of cesium halides, aquation energies of the cesium cation, and protonation energies of a range of organocesium compounds. One model used the Hay-Wadt (HW) effective core potential (ECP) and a double- $\zeta$ valence basis set on Cs; the other used the Ross ECP with two polarization functions on Cs. In both models, the standard $6-31+G^{* *}$ basis was used for the other atoms. At the Hartree-Fock (HF) level, the Ross ECP was found to give geometries and energies in good agreement with experimental results. Second-order Møller-Plesset calculations with this model gave only modestly improved results compared to HF; the B3LYP level gave variable results with unsatisfactory energies. Although the HW model is generally less satisfactory, it often shows comparable trends to those of the Ross model.


## Introduction

Over the course of a number of years, we have contributed a number of quantitative data on organocesium chemistry, particularly in cesium ion-pair carbon acidity, ${ }^{1}$ the aggregation of cesium enolates, ${ }^{2-8}$ and kinetic acidities with cesium cyclohexylamide. ${ }^{9}$ If these results could be modeled effectively with ab initio computations at some reasonable theory level, then they could presumably be extrapolated to other compounds and further extend their usefulness. We are currently engaged in such modeling. To this end, it is important to have an appropriate effective core potential (ECP) ${ }^{10}$ for cesium. The use of ECPs reduces the number of electrons to be treated explicitly in electronic structure calculations and, perhaps more importantly, can account for relativistic effects essential in treating the cores of heavy elements. The traditional and most widely used set of ECPs is that developed by Hay and Wadt (HW) ${ }^{11}$ for most of the elements in the periodic table. Several other ECPs have been developed in recent years, of which that developed by Ross et al. (Ross) ${ }^{12}$ has also been widely used. Both ECPs are calibrated for relativistic effects, but the Ross potential

[^15]includes spin-orbit effects. The HW ECP has been used, for example, in studies of $\mathrm{Cs}^{+}$complexed to ethers, ${ }^{13,14}$ liquid cesium, ${ }^{15}$ cesium boranes, ${ }^{16}{ }^{19} \mathrm{~F}$ NMR spectra of Cs salts, ${ }^{17}$ and the effect of pressure on cesium sulfide. ${ }^{18}$ Similarly, the Ross ECP has been used in studies of diatomic cesium, ${ }^{19}$ crown ethers complexed to $\mathrm{Cs}^{+},{ }^{20}$ and the excitation of CsI. ${ }^{21}$

Several years ago, we began calculations to model our ion-pair acidity studies of organocesium compounds. For this purpose, we used Hartree-Fock (HF) calculations using the HW ECP for Cs plus a double- $\zeta$ basis set for the Cs valence shell and the standard $6-31+\mathrm{G}^{* *}$ basis for the other atoms. Results from this model were not satisfactory, and we repeated the calculations using the larger Ross ECP. This ECP includes a polarization d function with four primitives. We introduced greater flexibility by spitting this d function in two by liberating the penultimate primitive as a separate function. The result was a significant improvement over the HW model. In the present paper, we compare results from both of these computational models symbolized as HW and Ross.
Except for a limited study of arylcesiums, ${ }^{22}$ we are not aware of any comparisons of these basis sets for organocesium chemistry.

Table 1. Comparison of ECPs with the Experimental Bond Lengths ( $\AA$ ) for Cesium Diatomics (CsX)

| X | HW |  |  | exptl | Ross |  |  | $\begin{aligned} & \text { Ross } \\ & \mathrm{HF}-\mathrm{d}^{\mathrm{a}} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | HF | MP2 | B3LYP |  | HF | MP2 | B3LYP |  |
| H | 2.762 | 2.770 | 2.710 | 2.494 | 2.597 | 2.553 | 2.527 | 2.716 |
| F | 2.657 | 2.703 | 2.664 | 2.345 | 2.445 | 2.434 | 2.414 | 2.575 |
| Cl | 3.241 | 3.252 | 3.214 | 2.906 | 3.053 | 3.007 | 2.981 | 3.182 |
| Br | 3.377 | 3.381 | 3.340 | 3.072 | 3.210 | 3.156 | 3.136 | 3.315 |

${ }^{a}$ Ross ECP with $d$ functions deleted from the ECP basis.

## Computational Methods

Calculations were done using various editions of the Gaussian series of programs up to Gaussian 03. ${ }^{23}$ Geometries at all theory levels used were optimized using the $6-31+\mathrm{G}^{* *}$ basis set on all atoms except cesium, for which the modified HW and Ross ECPs were used. The HW ECP included the double- $\zeta$ valence basis set as supplied in Gaussian with the LANL2DZ keyword. The basis set provided by the Ross ECP was split into $\mathrm{s} 4 / 4 / 1, \mathrm{p} 3 / 1 / 1$, and d $3 / 1$ and provides greater flexibility than the HW set. We are not concerned here with spin-orbit effects, and this part of the Ross ECP was not used. The complete sets used are tabulated in Table S1 (Supporting Information).

The study involved HF, second-order Møller-Plesset (MP2), and B3LYP computations. In each case, all structures were fully optimized and shown to be local minima on the potential energy surface by frequency calculations (zero imaginary frequencies). The structure coordinates and energies for all computations are summarized in Table S2 (Supporting Information).

## Results and Discussion

A simple study of some cesium diatomics shows immediately that the two computational models give quite different results (Table 1). At the HF level, as well as with MP2 and the popular hybrid density functional theory method, B3LYP, the HW model gives computed bond distances much larger than experimental results. The Ross model does much better and with the incorporation of correlation at the MP2 level gives bond distances that average only $0.08 \AA$ greater than experimental results. The ability of MP2 to give good bond lengths was shown previously for CsH using a different ECP. ${ }^{24}$ Computations of the cesium halides with the Ross ECP and a somewhat smaller basis set for the halides at MP2 have been published previously. ${ }^{25}$ B3LYP computations with the Ross ECP give good bond distances for the cesium halides, but we'll see below that this promise is not sustained in computations of reaction energies.

Much of the improvement with the Ross ECP appears to be related to the inclusion of $d$ functions. When these are deleted from the ECP, the CsX bond distances are significantly longer and start to resemble the HW results (Table 1). A much larger ECP has recently been proposed that adds both f and g functions to the outermost nine electrons of Cs. ${ }^{26}$ We have not compared this new ECP.

Some energy quantities are available for a further comparison. Gas-phase aquation energies, eq 1, are known for cesium cations with up to four waters. ${ }^{27}$ Feller et al., ${ }^{28}$ and an earlier paper of Glendening and Feller, ${ }^{29}$ have provided
an extensive study of water clusters with alkali cations up to eight waters. They compared several theory levels and basis sets but for Cs used the Hay-Wadt ECP augmented with polarization functions. The resulting ECP is thus actually closer to our Ross model. They also showed that the $6-31+G^{*}$ basis set with the other elements can give satisfactory results. These studies described a number of types of structures including those with hydrogen bonds among waters, particularly for higher numbers of coordinated waters. In our present study, to compare the two Cs ECPs, we have focused on $\mathrm{Cs}^{+}$with up to four waters of coordination sufficiently separated so that hydrogen bonding is not involved.

The comparisons in Table 2 show that the Ross ECP gives better quantitative results. The Ross aquation energies are lower than experimental values by only $1 \mathrm{kcal} \mathrm{mol}^{-1}$ per water. The MP2 results are only slightly better. With increasing waters, the $\mathrm{Cs}-\mathrm{O}$ bond distance increases and the aquation energy per water decreases as expected. The HW Cs-O bond distances are systematically larger, and the computed aquation energies correspondingly are lower but only by about another $1-2 \mathrm{kcal} \mathrm{mol}^{-1}$. The MP2 results differ only slightly from those of Ross HF. In all cases, the bonding increases with a shorter $\mathrm{Cs}-\mathrm{O}$ distance; these are shortest with Ross MP2 and longest with HW. The Ross B3LYP results show aquation energies that are significantly lower.

$$
\begin{equation*}
\mathrm{Cs}^{+}+n \mathrm{H}_{2} \mathrm{O}=\mathrm{Cs}^{+} \cdot n \mathrm{H}_{2} \mathrm{O} \tag{1}
\end{equation*}
$$

Of particular interest are some of the structures. $\mathrm{Cs}^{+} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ with the Ross ECP is bent with an $\mathrm{O}-\mathrm{Cs}-\mathrm{O}$ angle of $113.5^{\circ}$. The same result was found by Kaupp and Schleyer ${ }^{30}$ using larger basis sets. Similar bent structures were found at several theory levels by Feller et al. ${ }^{28,29}$ Such bent structures are normally attributed to polarization of the central cation. In this connection, it is interesting that, with the HW ECP, without additional polarization functions, the minimum structure of $\mathrm{Cs}^{+} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ is $D_{2 d}$ with $\mathrm{O}-\mathrm{Cs}-\mathrm{O}=180^{\circ}$. Similarly, $\mathrm{Cs}^{+} \cdot 3 \mathrm{H}_{2} \mathrm{O}$ with the Ross ECP is pyramidal with $\mathrm{O}-\mathrm{Cs}-\mathrm{O}=103.7^{\circ}$, as found by others, ${ }^{28-30}$ whereas the minimum structure with HW is $D_{3}$ with oxygens and cesium in the same plane. These results would seem to confirm the role of polarization in cesium structures and the importance of including polarization functions.

Dimerization energies of the cesium halides provide a further opportunity for ECP comparison and are a more complex function of bond distances since the $\mathrm{Cs}-\mathrm{X}$ distances are different in monomers and dimers. These monomers and dimers have been treated frequently in the past, especially with various ionic models. ${ }^{31}$ Thermodynamic measurements are almost all several decades old and were tabulated in 1974 by Kondrat'ev. ${ }^{32}$ We know of only one measurement (for $\mathrm{CsBr}^{33}$ ) since then. The available results are compared to computed values at several levels of theory in Table 3. It is difficult to compare the experimental results to theory since results from different laboratories vary by several kilocalories per mole. Moreover, the experiments were all done at high temperatures, although some were extrapolated to lower

Table 2. Enthalpies of Reaction of Cesium Cation with 1-4 Molecules of Water; Energies in kcal mol ${ }^{-1}$

| compound | $\begin{aligned} & -\Delta E_{\mathrm{aq}} \\ & \text { expt }{ }^{a} \end{aligned}$ | $\begin{aligned} & \text { Ross } \\ & -\Delta E^{b} \end{aligned}$ | $\underset{\AA}{r(\mathrm{CsO})}$ | $\begin{gathered} \mathrm{HW} \\ -\Delta E^{b} \end{gathered}$ | $\begin{gathered} \mathrm{A}(\mathrm{CsO}), \end{gathered}$ | Ross, MP2 <br> $-\Delta E^{c}$ | $\underset{\AA}{\mathrm{r}(\mathrm{CsO})}$ | Ross, B3LYP $-\Delta E^{d}$ | $\begin{gathered} r(\mathrm{CsO}) \\ \AA \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Cs}^{+} \cdot \mathrm{H}_{2} \mathrm{O}$ | 13.7 | 12.91 | 3.058 | 11.96 | 3.154 | 13.22 | 2.985 | 12.67 | 2.996 |
| $\mathrm{Cs}^{+} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ | 26.2 | 24.29 | 3.096 | 22.86 | 3.190 | 24.87 | 3.014 | 23.85 | 3.032 |
| $\mathrm{Cs}^{+} \cdot 3 \mathrm{H}_{2} \mathrm{O}$ | 37.4 | 34.35 | 3.132 | 32.59 | 3.211 | 35.09 | 3.040 | 33.62 | 3.072 |
| $\mathrm{Cs}^{+} \cdot 4 \mathrm{H}_{2} \mathrm{O}$ | 48.0 | 43.20 | 3.166 | 41.19 | 3.238 | 44.35 | 3.074 | 41.98 | 3.103 |

${ }^{a}$ ref 27. ${ }^{b} \Delta E=E\left(\mathrm{Cs}^{+} \cdot n \mathrm{H}_{2} \mathrm{O}\right)-E\left(\mathrm{Cs}^{+}\right)-n E\left(\mathrm{H}_{2} \mathrm{O}\right)$ including unscaled ZPE; HF $6-31+\mathrm{g}(\mathrm{d}, \mathrm{p})+\mathrm{Cs}$ ECP. ${ }^{c} \Delta E=E\left(\mathrm{Cs}^{+} \cdot n \mathrm{H}_{2} \mathrm{O}\right)-E\left(\mathrm{Cs}^{+}\right)-$ $n E\left(\mathrm{H}_{2} \mathrm{O}\right)$ including unscaled ZPE; MP2 6-31+g(d,p) $+\mathrm{Cs} \mathrm{ECP} .{ }^{d} \Delta E=E\left(\mathrm{Cs}^{+} \cdot n \mathrm{H}_{2} \mathrm{O}\right)-E\left(\mathrm{Cs}^{+}\right)-n E\left(\mathrm{H}_{2} \mathrm{O}\right)$ including unscaled ZPE; B3LYP $6-31+\mathrm{g}(\mathrm{d}, \mathrm{p})+\mathrm{Cs}$ ECP.

Table 3. Dissociation Energies ( $\mathrm{kcal} \mathrm{mol}^{-1}$ ) of Cesium Halide Dimers to Monomers, Experimental and Theoretical

| compound | $\Delta H_{d}{ }^{\circ}$ exptl | $\underset{\text { calcd }^{a}}{\Delta E_{d}}$ | $\begin{aligned} & \Delta E_{d} \\ & H W^{b} \end{aligned}$ | $\begin{gathered} \Delta E_{d} \\ \operatorname{Ross}^{b} \end{gathered}$ | $\begin{aligned} & \Delta E_{d} \\ & \text { Ross- }^{2} \\ & \mathrm{MP2}^{b} \end{aligned}$ | $\begin{gathered} \Delta E_{\mathrm{d}} \\ \text { Ross- } \\ \text { B3LYP } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Cs}_{2} \mathrm{~F}_{2}$ | $\begin{aligned} & 37.8 \pm 1.3(863 \mathrm{~K})^{c} \\ & 42.3(298 \mathrm{~K})^{d} \\ & 38.8 \pm 2(298 \mathrm{~K}) \\ & 38.9(0 \mathrm{~K})^{e} \end{aligned}$ | 43.4 | 46.35 | 40.04 | 39.92 | 35.56 |
| $\mathrm{Cs}_{2} \mathrm{Cl}_{2}$ | $\begin{aligned} & 38.9(815 \mathrm{~K})^{t} \\ & 34.7 \pm 1.1(1300 \mathrm{~K})^{g} \\ & 40.1(1300 \mathrm{~K})^{h} \\ & 36.2 \pm 1.0(298 \mathrm{~K}) \\ & 36.7(0 \mathrm{~K})^{c} \end{aligned}$ | 42.2 | 40.60 | 36.76 | 36.58 | 30.55 |
| $\mathrm{Cs}_{2} \mathrm{Br}_{2}$ | 40.4 (1300 K) ${ }^{h}$ | 39.3 | 39.84 | 38.53 | 38.23 | 34.67 | 39.4 (1600 K $38.8 \pm 2.4(298 K)^{i}$ $34.5 \pm 1.0(298 \mathrm{~K})$ $34.7(0 \mathrm{~K})^{e}$ or B3LYP, 6-31+G(d) + unscaled ZPE. ${ }^{c}$ Ref 39. ${ }^{d}$ Ref 40. ${ }^{e}$ Ref 35. ${ }^{f}$ Ref 41. ${ }^{g}$ Ref 42. ${ }^{h}$ Ref 34. ${ }^{i}$ Ref 33.

temperatures using thermodynamic functions. The theoretical results all pertain to 0 K . We could try to discern trends from the results of two compounds in the same laboratory. The Romanian group ${ }^{34}$ reports almost equal values for CsCl and CsBr . Kondrat' $\mathrm{ev}^{32}$ reports values for all of the cesium halides given in a dissertation ${ }^{35}$ but without details. These results show a monotonic decrease in dissociation energies from $\mathrm{Cs}_{2} \mathrm{~F}_{2}$ to $\mathrm{Cs}_{2} \mathrm{I}_{2}$. The theoretical results of Hilpert et al. ${ }^{33}$ also show such a monotonic decrease, but these results are known to contain a basis set superposition error (BSSE) of several kilocalories per mole. Our use of diffuse functions should minimize the importance of BSSE..$^{28,36}$ The Ross MP2 results summarized in Table 3 are probably the most reliable values currently available for these energies; they show a nonmonotonic change along the halide series with a dip in $\Delta E_{\text {diss }}$ at $\mathrm{Cs}_{2} \mathrm{Cl}_{2}$. The Ross HF values show the same trend and indeed vary from the MP2 results by only $0.1-0.3 \mathrm{kcal}$ $\mathrm{mol}^{-1}$. The HW ECP, however, gives results substantially different and also gives a monotonic series. The Ross B3LYP energies show a nonmonotonic trend but are several kilocalories per mole lower than the other results.

Structure determinations could also provide suitable tests for the two ECPs. Most crystal structures of cesium compounds show extended networks not suitable for modeling with computations of isolated single molecules. A few structures are available, however, that have well-isolated units. An example is the dimer, $\mathbf{1}$, of cesium hexamethyldisilazide. ${ }^{37}$ This compound crystallized with a molecule of toluene. The cesium salt units show an inversion center with two $\mathrm{Cs}-\mathrm{N}$ bond lengths of 3.074 and $3.149 \AA$. The HF/ Ross results are reasonably consistent with the $\mathrm{Cs}-\mathrm{N}$ bond
lengths being slightly longer, 3.145 and $3.254 \AA$, as expected from the cesium halide results above. The calculated $\mathrm{N}-\mathrm{Cs}-\mathrm{N}$ angle of $94.7^{\circ}$ is also a little larger than the crystal structure's $90.7^{\circ}$. The bonds to cesium in the HW structure are substantially longer: $\mathrm{Cs}-\mathrm{N}=3.308$ and $3.390 \AA$ and $\mathrm{N}-\mathrm{Cs}-\mathrm{N}=95.8^{\circ}$. The bonds not involving cesium are closer with both ECPs to those measured. The $\mathrm{N}-\mathrm{Si}$ bond lengths are 1.673 and $1.679 \AA$ (experimental), 1.683 and $1.684 \AA$ (Ross), and 1.676 and 1.677 A (HW). Similarly, the methyl groups form sets of six with $\mathrm{Si}-\mathrm{C}=1.872-$ $1.890 \AA$ (experimental), 1.904-1.917 $\AA$ (Ross), and 1.905$1.919 \AA$ (HW). The agreement between the crystal structure and the Ross ECP results are clearly satisfactory and only a little less so for the HW ECP.

Unfortunately, this agreement does not extend to the structure of the tetramer, $\mathbf{2}$, of cesium (trimethylsilyl)amide, (CsNHSiMe 3 ) $4 .{ }^{38}$ The reported crystal structure is cubanelike but with a "remarkably short" $\mathrm{Si}-\mathrm{N}$ bond length of $1.59 \AA$, as well as a rather short $\mathrm{Cs}-\mathrm{N}$ bond length of $2.915 \AA$. The computational model was that of the tetramer of cesium silylamide, $\left(\mathrm{CsNHSiH}_{3}\right)_{4}$, because of the size of the trimethylsilyl moiety. The computed structure with both ECPs is that of a distorted cube with two $\mathrm{Cs}-\mathrm{N}$ bond lengths (Ross, $3.231 \AA$ A HW, $3.345 \AA$ ) differing from the third (Ross, $3.167 \AA$; HW, $3.320 \AA$ ). Both sets of distances are comparable to those found with 1 . The $\mathrm{N}-\mathrm{Si}$ bond length is also normal (Ross, $1.691 \AA$; HW, 1.686 A) and also comparable to $\mathrm{Si}-\mathrm{N}$ computed for $\mathbf{1}$. The reported unusual structure for 2 finds no support in the computations with either ECP, and we suspect that there is some problem with the crystal structure.

Finally, we compare the HW and Ross protonation energies for a test group of cesium compounds including the Cs salts of both delocalized and localized carbanions as well as compounds with $\mathrm{Cs}-\mathrm{O}, \mathrm{Cs}-\mathrm{N}$, and $\mathrm{Cs}-\mathrm{S}$ bonds; $\mathrm{Cs}-\mathrm{H}$; and some cesium halides. For the present, we compare the two sets of ECP results. Comparison with experimental relative acidities is beyond the scope of the present study and will be discussed in a separate paper. For convenience, the results are considered relative to fluorene in terms of the proton and cesium exchange in eq 2.

$$
\begin{equation*}
\text { FluorenylCs }+\mathrm{RH} \xrightarrow{\Delta E} \text { Fluorene }+\mathrm{RCs} \tag{2}
\end{equation*}
$$

The data are summarized in Table 4 and plotted in Figure 1. Since we are comparing electronic energy calculations with two ECPs, these data do not include the zero-point energy (ZPE). These energies are, in any event, quite similar to the

Table 4. Ross and HW $\Delta E$ Values (eq 2, $\mathrm{kcal} \mathrm{mol}^{-1}$ ) for Various RCs Compounds

| RH | RCs | $\Delta E$ (Ross) | $\Delta E(\mathrm{HW})$ |
| :---: | :---: | :---: | :---: |
| Delocalized C-Cs |  |  |  |
| cyclopentadiene | CpCs | -15.073 | -11.759 |
| indene | IndCs | -7.473 | -6.314 |
| fluorene | FICs | 0.000 | 0.000 |
| benzo[b]fluorene | Benzo[b]FICs | 3.362 | 2.856 |
| benzo[def]fluorene | Benzo[def]FICs | 1.716 | 1.096 |
| toluene | BnCs | 24.338 | 25.101 |
| p-methylbiphenyl | $p$-PhBnCs | 23.421 | 23.312 |
| diphenylmethane | $\mathrm{Ph}_{2} \mathrm{CHCs}$ | 16.224 | 15.850 |
| triphenylmethane | $\mathrm{Ph}_{3} \mathrm{CCs}$ | 16.033 | 15.407 |
| propylene | AllylCs | 23.872 | 27.040 |
| 1,3-pentadiene | PentadienylCs | 14.259 | 15.707 |
| 1,3-diphenylpropene | 1,3-DiPhAllylCs | 11.367 | 10.752 |
| Localized C-Cs |  |  |  |
| methane | MeCs | 44.351 | 48.009 |
| ethane | EtCs | 49.175 | 53.198 |
| ethylene | VinylCs | 34.187 | 38.085 |
| benzene | PhCs | 35.074 | 37.568 |
| $m$-fluorobenzene | $m$-FPhCs | 31.050 | 32.971 |
| $p$-fluorobenzene | p-FPhCs | 33.052 | 35.227 |
| 2,6-difluorobenzene | 2,6-DiFPhCs | 11.684 | 12.037 |
| acetylene | EthynylCs | 2.775 | 4.444 |
| dimethyl sulfide | $\mathrm{CH}_{3} \mathrm{SCH}_{2} \mathrm{Cs}$ | 28.388 | 30.618 |
| dimethyl sulfoxide | $\mathrm{CH}_{3} \mathrm{SOCH}_{2} \mathrm{Cs}$ | 3.881 | 5.825 |
| dimethyl sulfone | $\mathrm{CH}_{3} \mathrm{SO}_{2} \mathrm{CH}_{2} \mathrm{Cs}$ | -4.024 | -4.235 |
| $\mathrm{PhSCH}_{3}$ | PhSCH2Cs | 25.278 | 26.823 |
| $\mathrm{PhSOCH}_{3}$ | PhSOCH2Cs | 3.811 | 5.270 |
| $\mathrm{PhSO}_{2} \mathrm{CH}_{3}$ | PhSO2CH2Cs | -2.367 | -2.738 |
| dithiane | DithianylCs | 14.272 | 15.778 |
| phenyldithiane | PhDithianyICs | 10.351 | 10.126 |
| methyldithiane | MeDithianylCs | 18.693 | 20.267 |
| $\mathrm{O}-\mathrm{Cs}$ |  |  |  |
| water | CsOH | -1.845 | 4.582 |
| methanol | CsOMe | -2.008 | 3.792 |
| phenol | Cs phenoxide | -17.254 | -15.341 |
| ethenol | Cs vinyloxide | -16.700 | -14.137 |
| 2-propenol | Cs $\alpha$-MeVinyloxide | -16.135 | -15.364 |
| 2-methyl-1-propenol | Cs $\beta \beta$-DiMeVinyloxide | -13.010 | -10.123 |
| 1-phenylethenol | Cs 1-PhVinyloxide | -17.730 | -16.092 |
| $\alpha$-tetralone enol | Cs tetralone-enolate | -16.068 | -14.102 |
| isobuyrophenone enol | CsIBP | -14.631 | -12.889 |
| $\mathrm{N}-\mathrm{Cs}$ |  |  |  |
| ammonia | CsNH 2 | 20.666 | 26.704 |
| $\mathrm{CH}_{3} \mathrm{NH}_{2}$ | Cs MeAmide | 23.598 | 29.707 |
| $\mathrm{Me}_{2} \mathrm{NH}$ | Cs DiMeAmide | 23.468 | 29.036 |
| $\mathrm{PhNH}_{2}$ | Cs anilide | 5.656 | 7.404 |
| $\mathrm{Ph}_{2} \mathrm{NH}$ | Cs diphamide | -1.906 | -2.016 |
| carbazole | Cs carbazolide | -10.371 | -11.126 |
| S-Cs |  |  |  |
| $\mathrm{H}_{2} \mathrm{~S}$ | CsSH | -21.653 | -20.820 |
| $\mathrm{CH}_{3} \mathrm{SH}$ | CsSMe | -15.428 | -14.078 |
| PhSH | CsSPh | -25.933 | -25.713 |
| Miscellaneous |  |  |  |
| $\mathrm{H}_{2}$ | CsH | 20.339 | 26.560 |
| HF | CsF | -22.623 | -16.036 |
| HCl | CsCl | -46.644 | -44.898 |
| HBr | CsBr | -55.608 | -53.103 |

two ECPs, and the overall results are not dependent on this treatment. For carbonyl compounds, the comparison was made for the corresponding enols. In this way, all of the $\mathrm{Cs}-\mathrm{O}$ results reflect the change $\mathrm{RO}-\mathrm{H} \rightarrow \mathrm{RO}-\mathrm{Cs}$.

Despite the generally longer bond lengths with the HW ECP, the two calculation models give results that correlate quite closely. When all of the data in Figure 1 is used, the plot of $\Delta E(\mathrm{HW})$ versus $\Delta E$ (Ross) gives an intercept of 1.82 $\mathrm{kcal} \mathrm{mol}{ }^{-1}$ and a slope close to unity. An alternative approach is to focus on the cesium salts of delocalized carbanions since these are expected to have generally longer bonds to cesium and polarization of the cesium cation, a significant difference between the two ECPs, might be less important. This correlation is quite similar but with a smaller intercept of $0.54 \mathrm{kcal} \mathrm{mol}^{-1}$ and a slope just slightly less than unity. Both


Figure 1. Plot of $\Delta E(\mathrm{HW})$ vs $\Delta E($ Ross $)$ for eq $2\left(\mathrm{kcal} \mathrm{mol}^{-1}\right)$. The line shown is the regression line through all of the points: $\Delta E(H W)=1.82 \pm 0.31+(1.017 \pm 0.015) \Delta E($ Ross $)$, $R^{2}=0.990$. A similar regression line for the delocalized $\mathrm{C}-\mathrm{Cs}$ compounds gives $\Delta E(\mathrm{HW})=0.54 \pm 0.82+(0.960 \pm$ $0.054) \Delta E($ Ross $), R^{2}=0.970$.
correlations have high $R^{2}$ values. Although the general correlation is good, some compounds deviate substantially but in only a few systematic ways. The exception that the delocalized carbanion salts fall generally below the correlation given by the other more localized cesium salts does suggest that polarization functions on cesium are somewhat less important for those carbanions with effectively longer distances between positive and negative charge.

## Conclusions

A computational model using the HW ECP without d functions on Cs gives bond lengths to cesium that are generally too long and corresponding bond strengths that are significantly too small. An alternative model based on the Ross ECP with d functions on Cs gives results that are generally more satisfactory. Nevertheless, for some qualitative work, the smaller HW basis set can give satisfactory results. For more quantitative work, however, the larger Ross ECP is to be preferred. B3LYP with the Ross ECP gives bond energies that are too low and should only be used after further calibration.
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#### Abstract

The impact of acidic and basic ionic liquid 1-ethyl-3-methylimidazolium chloride (EMIC) melts upon cyclopentadiene and methyl acrylate Diels-Alder reaction rates has been investigated using QM/MM calculations. The ability of the ionic liquid to act as a hydrogen bond donor (cation effect), moderated by its hydrogen bond accepting ability (anion effect), has been proposed previously to explain observed endo/exo ratios. However, the molecular factors that endow ionic liquids with their rate enhancing potential remain unknown. New OPLS-AA force field parameters in conjunction with potentials of mean force (PMF) derived from free energy perturbation calculations in Monte Carlo simulations (MC/FEP) are used to compute activation energies. QM/MM simulations using a periodic box of ions reproduce relative rate enhancements for the EMIC melts compared to water and 1-chlorobutane that reproduce kinetic experiments. Solutesolvent interactions in acidic and basic ionic liquid melts have been analyzed at key stationary points along the reaction coordinate. The reaction rate was found to be greater in the acidic rather than the basic melt due to less-dominant ion-pairing in the acidic melt, enabling the EMI cation to better coordinate to the dienophile at the transition state. The simulations suggest that the hydrogen on C2 of the EMI cation does not contribute to stabilization of the transition state, as previously believed, and the interactions with the more sterically exposed hydrogens on C4 and C5 play a larger role. In addition, the relative stabilization of the transition state through electrostatic interactions with the EMI cation in the acidic melt is also greater than that afforded by the weaker Lewis-acid effect provided by hydrogen bonding with water molecules in aqueous solution.


## Introduction

Though the observed effects of ionic liquids on chemical reactions range from weak to powerful, ${ }^{1}$ only a few systematic studies have addressed the microscopic details on how ionic liquids influence chemical reactivity and selectivity. ${ }^{2-5}$ Large rate accelerations and stereoselectivity enhancements have been observed for the Diels-Alder reaction between cyclopentadiene and methyl acrylate in the

[^16]ionic liquid 1-ethyl-3-methylimidazolium chloride (EMIC) (Scheme 1) when compared to common organic solvents or water. ${ }^{6-8}$ The mechanism behind the ionic liquid's impact on the reaction is not well understood, although high internal solvent pressure, ${ }^{9}$ hydrogen bonding,,${ }^{3,5}$ solvent polarity, ${ }^{10}$ and Lewis acidity ${ }^{11}$ are thought to contribute to the phenomena. Rate enhancements in ionic liquids also differ depending on the counteranion, i.e., $\mathrm{BF}_{4}^{-}, \mathrm{PF}_{6}^{-}, \mathrm{ClO}_{4}^{-}$, and, of particular interest, the chloroaluminates from $\mathrm{AlCl}_{3} .{ }^{6,7,12}$

An attractive property of using $\mathrm{AlCl}_{3}$ is that the Lewis acidity of the melt can be varied with the composition of the liquid. ${ }^{13}$ Raman, ${ }^{14}{ }^{27} \mathrm{Al} \mathrm{NMR},{ }^{15}$ and mass spectra ${ }^{16}$ all indicate that when $\mathrm{AlCl}_{3}$ comprises $<50 \% \mathrm{~mol}$ of the EMIC

## Scheme 1. Diels-Alder Reaction between

Cyclopentadiene and Methyl Acrylate Giving Endo and Exo Bicyclic Products in 1-Ethyl-3-methylimidazolium Chloride (EMIC) Solvent

ionic liquid melt, $\mathrm{AlCl}_{4}^{-}$is the only chloroaluminate species present. These "basic melts" are composed of $\mathrm{EMI}^{+}, \mathrm{AlCl}_{4}{ }^{-}$, and with chloride ions that are not bound to aluminum. A ratio $>1: 1 \mathrm{AlCl}_{3}$ to EMIC is referred to as an "acidic melt"; ${ }^{27} \mathrm{Al} \mathrm{NMR}^{17}$ and negative-ion FAB mass spectra ${ }^{18}$ have shown that $\mathrm{AlCl}_{4}^{-}$and $\mathrm{Al}_{2} \mathrm{Cl}_{7}^{-}$are the principal anionic constituents in this case.

When an acidic melt ( $51 \% \mathrm{AlCl}_{3}$ ) of EMIC was used as the solvent for the Diels-Alder reaction in Scheme 1, the experimental rate of reaction was 10,175 , and 560 times faster than in water, ethyl ammonium nitrate, and 1-chlorobutane, respectively. ${ }^{6}$ However, the basic melt ( $48 \% \mathrm{AlCl}_{3}$ ) of EMIC gave a rate 2.4 times slower than that of water. Endo selectivity is also enhanced with good yield when using an acidic EMIC ionic liquid. A 6.7:1 endolexo ratio is observed for the solvent ethyl ammonium nitrate (EAN), the basic ionic liquid EMIC melt has a ratio of 5.25:1, while the acidic melt ionic liquid EMIC has a ratio of 19:1; typical nonpolar solvents have endo/exo selectivities of 2:1., ${ }^{6,19}$

Welton and co-workers have recently proposed that selectivity enhancements for the reaction between cyclopentadiene and methyl acrylate in a variety of ionic liquids result from a competition between the anion and the dienophile at the transition state for hydrogen bonding [The term hydrogen bonding is used throughout the ionic liquid literature and used in this study as well, despite the fact that the classical definition of a hydrogen bond is not formally followed.] with the cation. ${ }^{3}$ Hence, the highest selectivities come from ionic liquids with the strongest hydrogen-bond donor capacity, along with the weakest hydrogen-bond acceptor ability. ${ }^{3,5}$ The suggestion has been made that hydrogen bonding may also dictate the rate acceleration, since the increased rate is observed to be concurrent with increased endo-selectivity. ${ }^{3}$ However, since the correlation is qualitative and does not consider other effects influencing the rate of reaction, a detailed study is necessary to elucidate the intermolecular interactions occurring at the transition state.

To investigate the dramatic kinetic effects of ionic liquids at the atomic level, mixed quantum and molecular mechanical ( $\mathrm{QM} / \mathrm{MM}$ ) simulations have been carried out on the Diels-Alder reaction in solution with complete sampling of the geometry of the reacting systems and explicit representation of the solvent components. Reactants, transition structures, and products have been located using force fields in four solvents: acidic and basic chloroaluminate ionic liquids, water, and 1-chlorobutane. The present results indicate that the lowering of the activation barrier does feature enhanced interactions between $\mathrm{EMI}^{+}$and the transition state in the acidic melt, but the previously suggested hydrogen bonding with the hydrogen on C 2 of $\mathrm{EMI}^{+}$is not apparent. ${ }^{3,4}$ This
investigation provides an understanding of the intermolecular short- and long-range interactions occurring during the reaction, and it sheds light on how to optimize ionic liquids to control other organic reactions.

## Computational Methods

Mixed quantum and molecular mechanical (QM/MM) calculations, ${ }^{20}$ as implemented in BOSS $4.6^{21}$ were carried out with the reacting system treated with the PDDG/PM3 method. ${ }^{22}$ PDDG/PM3 is a semiempirical QM method that has been extensively tested for gas-phase structures and energetics ${ }^{22}$ and has given excellent results in solution-phase QM/MM studies of $\mathrm{S}_{\mathrm{N}} 2$ reactions, ${ }^{23}$ nucleophilic aromatic substitution reactions, ${ }^{24}$ decarboxylations, ${ }^{25,26}$ and Cope eliminations. ${ }^{27}$ The solvent molecules were represented with the TIP4P water model, ${ }^{28}$ the all-atom OPLS force field for 1-chlorobutane, ${ }^{29}$ and newly developed OPLS parameters for the ionic liquids. ${ }^{30-32}$ Binary solvent boxes containing 384 molecules were constructed for model acidic (192 $\mathrm{EMI}^{+}$and $192 \mathrm{Al}_{2} \mathrm{Cl}_{7}^{-}$ions) and basic melts ( $192 \mathrm{EMI}^{+}$and $192 \mathrm{AlCl}_{4}^{-}$ ions) and equilibrated for 80 M and 65 M configurations, respectively. Periodic boundary conditions were used, and the dimensions of the simulation cells were ca. $42 \times 42 \times$ $62 \AA$ and $38 \times 38 \times 56 \AA$ for the acidic and basic melts, respectively. Binary solvent media were also used in the technically similar study for decarboxylation of a biotin model. ${ }^{26}$ Partial charges for the ionic liquid cation and anions were obtained from B3LYP/6-31G(d) calculations with the CHELPG method. ${ }^{33}$ The EMI cation had full bond and angle flexibility, and torsion angle sampling was included for the ethyl side chain. The anions were kept internally rigid throughout the simulations. Solute-solvent and solventsolvent intermolecular cutoff distances of $12 \AA$ were employed for the reaction in water based roughly on center-of-mass separations. A feathering of the intermolecular interactions within $0.5 \AA$ of the cutoff is applied. Long-range electrostatics were treated with the Ewald method for the ionic liquids and 1-chlorobutane. In short, Ewald summations calculate the exact electrostatic energy of an infinite lattice of identical copies of the simulation cell. This suppresses artifacts resulting from the simple cutoff of the long-range electrostatic interactions prevalent in the ionic liquid. Total translations and rotations were sampled in ranges that led to overall acceptance rates of about $45 \%$ for new configurations.

Free energy perturbation (FEP) calculations were performed in conjunction with Metropolis Monte Carlo (MC) simulations in the NPT ensemble at $25^{\circ} \mathrm{C}$ and 1 atm . In this $\mathrm{QM} / \mathrm{MM}$ implementation, the solutes are treated quantum mechanically using PDDG/PM3; computation of the QM energy and atomic charges was performed for every attempted solute move, occurring every 100 configurations. Electrostatic contributions to the solute-solvent energy were calculated using CM3 charges, ${ }^{34}$ with a scale factor of 1.08 . The initial geometry of the reacting system was obtained from density functional theory calculations, and the endocis addition mode was chosen in all cases. FEP windows were run simultaneously using multiple processors on Pentium-based clusters located at Yale University and the Center for Computational Sciences (CCS) at Duquesne University.


Figure 1. Reaction coordinate, RC, for the Diels-Alder reaction is defined as the distance between the midpoints of the $\mathrm{C}=\mathrm{C}$ bond of the dienophile and the diene's terminal carbons. The transition structure from gas-phase B3LYP/6$31 \mathrm{G}(\mathrm{d})$ calculations is illustrated.

## Results and Discussion

Force Field for the Ionic Liquids. To elucidate the effect of the room-temperature ionic liquid EMIC on the DielsAlder reaction, a custom force field has been parametrized to model EMIC acidic and basic melts. Recent theoretical work has been reported on force the field development for several ionic liquids. ${ }^{30,35}$ Parameters specific to the current EMIC- $\mathrm{AlCl}_{3}$ ionic liquid have been created starting from a force field developed and validated by Lopes et al. ${ }^{30}$ from existing OPLS-AA parameters designed for heterocyclic aromatic rings. ${ }^{31}$ Lennard-Jones parameters for Cl atoms have been fit to the Born-Mayer potential used to describe dispersive interactions in molten salts. ${ }^{30}$ Improvements to the Lopes et al. force field specific to EMIC- $\mathrm{AlCl}_{3}$ have been achieved by using new equilibrium bond lengths and angles based on the B3LYP/6-31G(d) geometries, new partial charges computed with the CHELPG method and B3LYP/ $6-31 \mathrm{G}(\mathrm{d})$, and new torsion potentials for the side-chain rotation of the ethyl group in the EMI cation (see the Supporting Information). Computed densities of 1.22 and $1.20 \mathrm{~g} / \mathrm{cm}^{3}$ for the acidic and basic melt, respectively, agree well with the experimental value of $1.266 \mathrm{~g} / \mathrm{cm}^{3}$ at $60^{\circ} \mathrm{C}$ for the $1: 1$ melt. ${ }^{36}$ Further validation of the force field including radial pair distributions, $g(\mathrm{r})$, can be found in references by Lopes et al. ${ }^{30}$ and de Andrade et al. ${ }^{35 \mathrm{~b}}$ which

Table 1. Free Energy Changes ( $\mathrm{kcal} / \mathrm{mol}$ ) at $25^{\circ} \mathrm{C}$ for the Diels-Alder Reaction between Cyclopentadiene and Methyl Acrylate from QM/MM/MC Simulations

|  | water | acidic melt | basic melt | BuCl |
| :--- | :---: | :---: | :---: | :---: |
| $\Delta G^{\ddagger}(\text { calc })^{a}$ | 42.9 | 40.0 | 43.5 | 43.8 |
| $\Delta \Delta G^{\ddagger}($ calc $)$ | 0.0 | -2.9 | 0.6 | 0.9 |
| $\Delta \Delta G^{\ddagger}(\text { exptl })^{b}$ | 0.0 | -1.36 | 0.52 | 2.39 |

${ }^{a}$ Statistical uncertainties ( $1 \sigma$ ) are $\pm 0.4 \mathrm{kcal} / \mathrm{mol}$. ${ }^{b}$ Reference 6 .
used similar setups and parameters. Complete force field parameters are reported in the Supporting Information.

Energetics and Structure. Free-energy profiles for the Diels-Alder reaction have been calculated by perturbing a reaction coordinate ( $\mathrm{RC} \mathrm{)} \mathrm{defined} \mathrm{by} \mathrm{the} \mathrm{distance} \mathrm{between}$ two dummy atoms located at the midpoint of the diene terminal carbon atoms and the midpoint of the dienophile $\mathrm{C}=\mathrm{C}$ bond, as shown in Figure 1. The range of RC spanned is from 1.42 to $4.20 \AA$ with an increment of $0.02 \AA$. Each FEP calculation entailed between 5 and 35 million (M) configurations of equilibration followed by 10 M configurations of averaging. The number of single-point QM calculations required for one free energy profile is $20-80$ million, clearly showing the need for highly efficient QM methods in such studies. The computed free energy profiles for the reaction in water and in acidic and basic EMIC are shown in Figure 2.

The cycloadduct minimum is found when RC is close to $1.5 \AA$, while the transition state occurs around $2.12 \AA$ in all solvent systems. The Diels-Alder mechanism was found to be concerted in chloroaluminate ionic liquids, which agrees with previous density functional theory calculations. ${ }^{4}$ The free energies are relatively constant for RC beyond $4 \AA$. The differential solvent effects can be seen primarily near the transition state. The principal point is that the QM/MM/MC approach qualitatively reproduces the observed rate acceleration by acidic ionic liquids and the rate retardation by basic ionic liquids for the Diels-Alder reaction in comparison to aqueous solution. The computed and experimental $\Delta \Delta G^{\ddagger}$ values for the acidic melt are -2.9 and $-1.4 \mathrm{kcal} / \mathrm{mol}$, while


Figure 2. Computed free energy profiles in acidic and basic ionic liquids and water for the cycloaddition between cyclopentadiene and methyl acrylate.


Figure 3. Solute-solvent energy pair distributions for the reaction of cyclopentadiene with methyl acrylate for structures near the reactants, transition state, and product. The ordinate records the number of ions in the melts that interact with the solutes with their interaction energy on the abscissa. Units for the ordinate are number of ions per $\mathrm{kcal} / \mathrm{mol}$.
they are 0.6 and $0.52 \mathrm{kcal} / \mathrm{mol}$ for the basic melt (Table 1). Since the same computational approach is used for all solvents, most errors are expected to cancel. The computed $\Delta \Delta G^{\ddagger}$ values reproduce well the rate enhancement differences between the basic and acidic melts. Exact agreement could not be expected since the ionic composition of the experimental and modeled systems is not identical.

Uncertainties in the free energy barriers have been calculated by propagating the standard deviation $\left(\sigma_{i}\right)$ on each individual $\Delta G_{i}{ }^{21}$ Smooth free energy profiles were obtained with statistical uncertainties $\left(1 \sigma_{i}\right)$ of only $0.005-0.06 \mathrm{kcal} /$ mol in each window; the overall uncertainties have been computed using the equation $\sqrt{\sum_{i}^{N} \sigma_{i}^{2}}$, where $N$ is the number of $\Delta G_{i}$ values. The computed errors in the free energies of activation, $\Delta G^{\ddagger}$, for water and both ionic liquid melts are computed to be $\pm 0.4 \mathrm{kcal} / \mathrm{mol}$. For the $\Delta \Delta G^{\ddagger}$ calculations, the propagation of errors through variances is not explicit and cannot be used to compute uncertainties in the relative barriers.

The free energy profile for the Diels-Alder reaction was subsequently also computed in 1-chlorobutane. Before the reaction was modeled, pure liquid properties were also checked through MC simulations. A periodic box of 384 fully flexible 1-chlorobutane molecules was created and equilibrated for 20 M and then averaged for 10 M configurations. The computed heat of vaporization of $7.28 \mathrm{kcal} / \mathrm{mol}$ (exptl $=7.26 \mathrm{kcal} / \mathrm{mol})^{37}$ and density of $0.83 \mathrm{~g} / \mathrm{cm}^{3}($ exptl $=0.886$ $\left.\mathrm{g} / \mathrm{cm}^{3}\right)^{38}$ are both in good accord with experiment. The $\Delta G^{\ddagger}$ of 1 -chlorobutane was then computed to be $43.8 \mathrm{kcal} / \mathrm{mol}$ (Table 1). The increase relative to the acidic melt is $3.8 \mathrm{kcal} /$ mol, which is in excellent agreement with the experimental result of $3.75 \mathrm{kcal} / \mathrm{mol} .{ }^{6}$ A plot of the free energy profile in 1 -chlorobutane can be found in the Supporting Information.

Although the relative free energies of activation are in good agreement with experiment, the absolute values are overestimated. The experimental $\Delta G^{\ddagger}$ reported for the DielsAlder reaction in a 50/50 methanol/water mixture was 22.4 $\mathrm{kcal} / \mathrm{mol} .{ }^{39}$ The $\Delta G^{\ddagger}$ values for the ionic liquids should be reasonably close to the water mixture ( $\pm 2 \mathrm{kcal} / \mathrm{mol}$ ), so the $40-43 \mathrm{kcal} / \mathrm{mol}$ values from PDDG/PM3 are too high. This has been noted for other Diels-Alder reactions, ${ }^{22}$ and in
previous QM/MM/MC work on aqueous-phase Diels-Alder reactions involving cyclopentadiene and three different dienophiles (acyrlonitrile, methyl vinyl ketone, and 1,4naphthoquinone), the AM1 semiempirical method also overestimated the absolute activation energies, while leading to good relative values. ${ }^{40}$ As noted, computation of each QM/ MM/MC free energy profile entailed ca. 20-80 million QM calculations, which make the use of far more computationally taxing ab initio or DFT methods prohibitive from a practical standpoint.

Solvation. The close agreement between the computed and observed changes in free energies of activations (Table 1) indicates that the $\mathrm{QM} / \mathrm{MM} / \mathrm{MC}$ simulations capture the origins of the medium effects at the molecular level. Differential stabilization of the transition structure through hydrogen bonding may be the primary factor affecting the rate, as found in prior simulations of Diels-Alder reactions in water. ${ }^{40,41}$ In order to elucidate the differences between the acidic and basic melts, the interaction energies for both were quantified by analyzing the solute-solvent energy pair distributions from $\mathrm{QM} / \mathrm{MM} / \mathrm{MC}$ calculations in three representative FEP windows: near the reactants, transition state, and product. The distributions record the average number of ions in the ionic liquids that interact with the reacting system and their corresponding energies. Very favorable interaction energies between solute and solvent components are reflected in the left-most region with energies more attractive than ca. $-5 \mathrm{kcal} / \mathrm{mol}$ (Figure 3). The large band near $0 \mathrm{kcal} / \mathrm{mol}$ arises from the many ions in outer shells.

In viewing Figure 3, the reactants appear to have similar distributions for both acidic and basic melts leading to comparable ground-state stabilization in both ionic liquids. Integration of the distributions for the reactants from -10.0 to $-5.0 \mathrm{kcal} / \mathrm{mol}$ confirms the similar number of very favorable interactions (Table 2). However, the distribution for the transition states is clearly different with a larger number of very favorable interactions in the acidic melt (Table 2). Specifically, the number of interactions in the -10 to $-5 \mathrm{kcal} / \mathrm{mol}$ range decreases by about one in going from the reactants to transition state in the basic melt; however, in the acidic melt, the same number of interactions is retained.

Table 2. Number of Solute-Solvent Interactions for the Reactants, Transition State, and Product Integrating from -10.0 to $-5.0 \mathrm{kcal} / \mathrm{mol}$ from QM/MM/MC Simulations

|  | reactants | transition state | cycloadduct |
| :--- | :---: | :---: | :---: |
| basic | 1.8 | 0.6 | 0.4 |
| acidic | 1.6 | 1.6 | 0.8 |

In addition, there is a shift in the average strength of the most favorable interactions to lower energy by about $2 \mathrm{kcal} /$ mol (Figure 3). The pattern is fully consistent with the faster reaction rate in the acidic melt.

The exact nature of these most favorable solute-ion interactions is of obviously relevant interest. Figure 4 shows snapshots of the transition structures in the acidic and basic melts from the QM/MM/MC simulations. Immediately a major difference in the structure compared to that expected from chemical intuition is observed. For both the acidic and basic melts, hydrogen bonds are not observed between HC2 of the EMI cation and the dienophile's carbonyl group. In the basic melt, the HC2 unit is shielded by the adjacent methyl and ethyl groups and also represents a small volume element. The anions congregate around the diene forming electrostatically favorable interactions with hydrogens, while two EMI cations complex near the carbonyl oxygen of the dienophile. This partitioning of the ions is consistent with the direction of the dipole for the transition state. In the acidic melt, an EMI ring hydrogen makes a short contact with the carbonyl oxygen, while only the methyl and ethyl groups of the two cations are the most proximal in the basic melt. As noted previously, ${ }^{40-43}$ hydrogen bonding is sensitive to small charge shifts. In the present case, charges were computed from the final transition state configuration sampled (Figure 4) which is a good representation of the average structure. ${ }^{40}$ On the carbonyl oxygen of the methyl acrylate reactant, the charge only declines from -0.288 and -0.291 e in the acidic and basic melt, respectively, to -0.322 and -0.313 e in the

Table 3. CM 3 Charges for the Carbonyl Oxygen and Carbon on Methyl Acrylate in the Basic and Acidic Melts for the Diels-Alder Reactants, Transition Structure, and Cycloadduct Using PDDG/PM3

|  | carbonyl O | carbonyl C |
| :--- | :---: | :---: |
|  | Basic |  |
| reactants | -0.291 | 0.491 |
| transition state | -0.313 | 0.466 |
| cycloadduct | -0.339 | 0.472 |
|  | Acidic |  |
| reactants | -0.288 | 0.475 |
| transition state | -0.322 | 0.501 |
| cycloadduct | -0.342 | 0.473 |

transition state (Table 3). However, the charge computed on the carbonyl carbon in the acidic melt increases from +0.475 to +0.501 e from reactant to transition structure, while decreasing from +0.491 to 0.466 e in the basic melt (Table 3). Thus, the Diels-Alder transition state in the acidic melt has the greatest $\mathrm{C}^{+}-\mathrm{O}^{-}$polarization. This is consistent with enhanced hydrogen bonding in the acidic melt and a reduced activation barrier as compared to the basic melt.

Previous work has shown that the presence of hydrogenbond donors in the reaction medium leads to enhanced endo: exo selectivities Diels-Alder reactions. ${ }^{3,5,7}$ This finding has Aggarwal et al. to suggest that the most likely complex determining the selectivity in ionic liquids involves the most acidic proton ( HC 2 ) of the EMI cation interacting with the carbonyl oxygen of the dienophile. ${ }^{3}$ However, higher selectivities have been observed in 1-alkyl,2,3-dimethylimidazolium ionic liquids, where the 2-position hydrogen has been replaced with a methyl group. ${ }^{5}$ The results suggest that the hydrogen-bond donor properties for HC 2 of the cation do not exclusively account for the strong endo selectivities observed and that other interactions, e.g., with hydrogens on C4 and C5, may play a larger role. The latter hydrogens


Figure 4. Typical snapshots of transition structures for the Diels-Alder reaction in the basic and acidic melts (only the nearest ions are illustrated). The distances (in $\AA$ A) are average values over the final 10 million configurations of $\mathrm{QM} / \mathrm{MM} / \mathrm{MC}$ simulations.
are more sterically accessible, and their partial charges are essentially the same as for HC 2 (see the Supporting Information). The present computations indicate that the HC2 fragment of the EMI cation is, in fact, not involved in hydrogen bonding with the dienophile at the transition state. The ions in the ionic liquids form ion-pairs with large binding energies, as shown by the DFT calculations, ${ }^{4}$ and the interactions weaken gradually as the melt becomes more acidic. Consistently, the acidic melt exhibits enhanced hydrogen bonding with the transition structure, since the energetics of ion-pairing are less dominant; the more acidic hydrogens in the EMI ring are then less engaged in the ion pairing. The basic melt, featuring stronger ion-pairing interactions, prefers to have the ring hydrogens interacting with nearby $\mathrm{AlCl}_{4}{ }^{-}$anions allowing only weaker solvation of the transition state through interactions with the methyl and ethyl groups of $\mathrm{EMI}^{+}$.

In summary, the qualitative picture that emerges is that the reaction rate is greater in the acidic rather than the basic melt because ion-pairing is less dominant in the acidic melt, which enables the EMI cations to better coordinate with the dienophile at the transition state; the coordination does feature hydrogen bonding with the dienophile's carbonyl oxygen, but it is with the more sterically exposed hydrogens on C 4 and C5 of the cation rather than the hydrogen on C2. The relative stabilization of the transition state through hydrogen bonding with the EMI cation in the acidic melt is also greater than that afforded by the weaker Lewis-acid effect afforded by hydrogen bonding with water molecules in aqueous solution. ${ }^{40-42,44}$

## Conclusions

QM/MM/MC simulations have been carried out for the Diels-Alder reaction in ionic liquids, water, and 1-chlorobutane in good agreement with kinetic experiments. Analysis of the explicit solute-solvent interactions at the transition state indicates that an enhanced coordination of hydrogen bonds at the carbonyl oxygen is largely responsible for the reaction rate being greater in the acidic rather than the basic melt. The rate enhancements in the acidic melt arise from preferential hydrogen bonding with the more sterically exposed C4 and C5 hydrogens on the EMI cation rather than the hydrogen on C2. Strong ion-pairing in the basic melt prevents the ring hydrogens from participating at the transition state. In aqueous solution, a weaker Lewis-acid effect is provided by hydrogen bonding with water molecules compared to the EMI cations in the acidic melt. The findings have a significant impact for predicting the effect of ionic liquids on other organic reactions; improvements in rate are expected to be limited in the absence of differential hydrogen bond stabilization of the transition state.
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#### Abstract

Reaction pathways for polycyclic aromatic hydrocarbon growth from reactions of either vinyl- or phenylacetylene with a phenyl radical are proposed and investigated using density functional theory (DFT). B3LYP/TZVP calculations are performed to obtain structures of minima and saddle points as well as kinetic data, supplemented with BMK/TZVP single-point energy calculations. The pathways include a cis-trans isomerization via a radicalic four-membered ring intermediate, which has so far not been considered in the literature. The DFT approach is validated against coupled-cluster calculations of a model system representing this intermediate. The coupled-cluster calculations include single and double excitations as well as perturbative corrections for connected triples and are performed in a correlation-consistent cc-pVTZ basis.


## I. Introduction

The chemical vapor deposition (CVD) of carbon from light hydrocarbons involves a large and complex set of homogeneous gas-phase reactions leading to various products including polycyclic aromatic hydrocarbons (PAHs) and heterogeneous surface reactions leading to the deposition of pyrolytic carbon on the substrate. ${ }^{1-3}$ Recently, Norinaga et al. studied the product distributions in the CVD of carbon from acetylene at 8 kPa and $900^{\circ} \mathrm{C}$ and found that the major products formed under these conditions are benzene, dihydrogen, vinylacetylene, naphthalene, ethylene, and methane. ${ }^{4}$ Benzene and vinylacetylene are known to be formed in acetylene pyrolyis, and in ref 4 , it was suggested that vinylacetylene is formed by the dimerization of acetylene while benzene is formed by the combination of acetylene and vinylacetylene. Possible reactions for benzene formation from small aliphatics are

$$
\begin{gather*}
n-\mathrm{C}_{4} \mathrm{H}_{3}+\mathrm{C}_{2} \mathrm{H}_{2} \rightarrow \text { phenyl }  \tag{1}\\
n-\mathrm{C}_{4} \mathrm{H}_{5}+\mathrm{C}_{2} \mathrm{H}_{2} \rightarrow \text { benzene }+\mathrm{H}  \tag{2}\\
\mathrm{C}_{3} \mathrm{H}_{3}+\mathrm{C}_{3} \mathrm{H}_{3} \rightarrow \text { benzene } \tag{3}
\end{gather*}
$$

Although still under debate (cf. refs 5-7 for a review of the literature), we shall in this article not be concerned with the

[^17]formation of benzene but rather with the formation of larger PAHs such as naphthalene and phenanthrene.
The addition of vinylacetylene to benzene (or more precisely phenyl) is a possible route to naphthalene formation: ${ }^{8}$


While Appel and co-workers have reported that, in their kinetic modeling, the vinylacetylene addition channel (eq 4) contributed the most to the naphthalene production, ${ }^{8}$ Frenklach and others have argued that eq 4 may be ineffective because of the large barrier to rotation about the $\mathrm{C}=\mathrm{C}$ double bond in the last step. ${ }^{5,9,10}$

Appel and co-workers have furthermore suggested that phenanthrene is formed primarily via ring-ring condensation reactions, such as


Table 1. Parameters Used in the Kinetic Modeling in ref 13

| reaction | $A\left(\mathrm{~cm}^{3} \mathrm{~mol}^{-1} \mathrm{~s}^{-1}\right)$ | $n$ | $E_{\mathrm{a}}\left(\mathrm{kJ} \mathrm{mol}{ }^{-1}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| phenyl + vinylacetylene $\rightarrow$ naphthalene +H | $9.900 \times 10^{30}$ | -5.07 | 88.29 |
| phenyl + phenylacetylene $\rightarrow$ phenanthrene +H | $9.550 \times 10^{11}$ | 0.0 | 8 |

Alternatively, the growth of phenanthrene could be initiated by the formation of biphenyl from benzene, then yielding phenanthrene via the HACA mechanism (hydrogenabstraction $-\mathrm{C}_{2} \mathrm{H}_{2}$-addition) of Frenklach and Wang. ${ }^{5,11,12}$

In their kinetic modeling of acetylene pyrolysis $\left(900{ }^{\circ} \mathrm{C}\right.$, 8 kPa , and 0.5 s ), Norinaga and Deutschmann ${ }^{13,14}$ found that $68 \%$ of acetylene is consumed by dimerization to form vinylacetylene $\left(2 \mathrm{C}_{2} \mathrm{H}_{2} \rightarrow \mathrm{C}_{4} \mathrm{H}_{4}\right), 17 \%$ by diacetylene formation ( $2 \mathrm{C}_{2} \mathrm{H}_{2} \rightarrow \mathrm{C}_{4} \mathrm{H}_{2}+\mathrm{H}_{2}$ ), and $7 \%$ by benzene formation from vinylacetylene and acetylene $\left(\mathrm{C}_{4} \mathrm{H}_{4}+\mathrm{C}_{2} \mathrm{H}_{2} \rightarrow\right.$ benzene). From the viewpoint of the products, $98 \%$ of vinylacetylene is formed by the dimerization of acetylene, and $95 \%$ of benzene is formed by the combination of vinylacetylene and acetylene.

In ref 13 , modeling was performed with a mechanism involving 227 species and 827 reactions. In the present work, we shall concentrate on two of these reactions that seem to play an important role in the formation of larger PAHs. In ref 4 , for example, yields (based on $\mathrm{C}_{1}$ ) of ca. $2 \%$ of naphthalene and ca. $1 \%$ of phenanthrene were observed in acetylene pyrolysis after about 1.0 s under the aforementioned conditions.

The kinetic modeling of ref 13 was based on Arrheniuslike rate expressions:

$$
\begin{equation*}
k(T)=A T^{n} \exp \left(-E_{\mathrm{a}} / R T\right) \tag{6}
\end{equation*}
$$

with the kinetic parameters (pre-exponential $A$, temperature exponent $n$, activation energy $E_{a}$ ) taken from the literature ( $R$ is the gas constant and $T$ is the temperature). Because the modeling of the formation of naphthalene and phenanthrene appeared to be difficult, we decided to reinvestigateby means of density functional theory (DFT)-the two sets of parameters shown in Table 1. We shall show in this article that very different parameters can be derived from a reaction mechanism that involves a cis-trans isomerization via a radicalic four-membered ring, which has so far not been considered in the literature:


The present study describes the DFT investigations of the reactions of phenyl with vinylacetylene and phenylacetylene via this four-membered intermediate.

## II. Computational Section

Geometry optimizations utilizing analytic nuclear gradients were carried out to locate minima and saddle points using DFT methods as implemented in the Turbomole program package. ${ }^{15-18}$ At the initial stage of our work, we used the
$\mathrm{SV}(\mathrm{P})$ basis ${ }^{19,20}$ (split-valence basis with a set of d-type polarization functions on C ) and the BP86 functional ${ }^{21-23}$ in combination with the RI-J approximation ${ }^{24,25}$ to explore possible pathways at a very low computational cost. The RI-J approximation reduces the computing time to about $10 \%$ of the time needed for the corresponding calculation without this approximation.

Subsequently, the final results were obtained by locating the minima and saddle points using the TZVP basis ${ }^{20,26}$ (triple- $\zeta$ valence plus polarization) and the B3LYP functional. ${ }^{22,27,28}$ Moreover, single-point calculations were carried out in the same TZVP basis using the BMK functional, ${ }^{29}$ which has been designed specifically for accurate calculations of barrier heights. The RI-J approximation was not invoked in the B3LYP and BMK calculations. Redundant internal coordinates were used in the geometry optimizations, ${ }^{30}$ and the optimization of saddle points was performed using the TRIM method (trust radius image minimization). ${ }^{31}$ Harmonic frequencies were calculated for all species at the B3LYP/ TZVP level. ${ }^{32,33}$ The frequencies of the minima were all real, and the saddle points exhibited only one imaginary frequency. The harmonic frequencies were scaled by a factor of 0.9 and used to compute the zero-point vibrational energies (ZPVE) and vibrational partition functions.

Simple transition state theory (TST) was used to compute reaction rate constants. This theory assumes that the reaction rate is limited by the formation of the transition state, which is considered to be in pseudo-equilibrium with the reactants. The reaction rate constants can be calculated from the thermochemistry of reactants and transition states, that is, by calculating translational, rotational, and vibrational partition functions. In these calculations, the imaginary frequency of the transition structure is ignored and only $3 N-7$ molecular vibrations remain (for a nonlinear molecule).

The expression for the reaction rate constant of a unimolecular reaction is

$$
\begin{equation*}
k(T)=\kappa(T) \frac{k_{\mathrm{B}} T}{h} \frac{Q_{\mathrm{int}}^{\ddagger}(T)}{Q_{\mathrm{int}}^{\mathrm{R}}(T)} \exp \left(-E_{\mathrm{a}} / R T\right) \tag{8}
\end{equation*}
$$

where $Q_{\mathrm{int}}^{\ddagger}$ and $Q_{\mathrm{int}}^{\mathrm{R}}$ are the partition functions of the transition state and reactants respectively, involving only internal coordinates, and calculated using the module Freeh, available in Turbomole. $k_{\mathrm{B}}$ is the Boltzmann constant and $h$ the Planck constant. The temperature $T$ is varied from 300 to 1300 K in the present work. $E_{\mathrm{a}}$ is the barrier height including ZPVE. $\kappa(T)$ is the transmission coefficient accounting for tunneling effects, computed in the present work from the formula ${ }^{34}$

$$
\begin{equation*}
\kappa(T)=1-\frac{1}{24}\left(\frac{h v^{\ddagger}}{k_{\mathrm{B}} T}\right)^{2}\left(1+\frac{R T}{E_{\mathrm{a}}}\right) \tag{9}
\end{equation*}
$$

Only the imaginary frequency associated with the reaction


Figure 1. Formation of naphthalene, $\mathrm{C}_{6} \mathrm{H}_{5}[1]+\mathrm{C}_{4} \mathrm{H}_{4}[2] \rightarrow$ $\mathrm{C}_{10} \mathrm{H}_{10}$ [8], calculated at the B3LYP/TZVP level.


Figure 2. Intermediates and transition states on the first reaction path (solid line in Figure 1) toward the formation of naphthalene, $\mathrm{C}_{6} \mathrm{H}_{5}$ [1] $+\mathrm{C}_{4} \mathrm{H}_{4}[2] \rightarrow \mathrm{C}_{10} \mathrm{H}_{10}$ [8], calculated at the B3LYP/TZVP level (electronic energies in $\mathrm{kJ} / \mathrm{mol}$ ).
coordinate $v^{\ddagger}$ is required to calculate $\kappa(T)$. Notice that the minus sign of the second term on the right-hand side of eq 9 is cancelled by the square of the imaginary frequency $v^{\ddagger}$, such that $\kappa(T)>1$.


Figure 3. Intermediates and transition states on the second reaction path (dashed line in Figure 1) toward the formation of naphthalene, $\mathrm{C}_{6} \mathrm{H}_{5}$ [1] $+\mathrm{C}_{4} \mathrm{H}_{4}[2] \rightarrow \mathrm{C}_{10} \mathrm{H}_{10}$ [8], calculated at the B3LYP/TZVP level (electronic energies in $\mathrm{kJ} / \mathrm{mol}$ ).

For a bimolecular reaction, the expression for the reaction rate constant is

$$
\begin{equation*}
k(T)=\kappa(T) \bar{V}(T) \frac{k_{\mathrm{B}} T}{h} \frac{Q^{\ddagger}(T)}{Q^{\mathrm{R}_{1}}(T) Q^{\mathrm{R}_{2}}(T)} \exp \left(-E_{\mathrm{a}} / R T\right) \tag{10}
\end{equation*}
$$

where $Q^{\ddagger}(T), Q^{\mathrm{R}_{1}}(T)$ and $Q^{\mathrm{R}_{2}}(T)$ are the partition functions (including translation) of the activated complex and the two reactants $\mathrm{R}_{1}$ and $\mathrm{R}_{2}$, respectively, and $\bar{V}(T)$ is the molar volume of an ideal gas at temperature $T$.

Arrhenius-like expressions (eq 6) are fitted to the computed rate constants for a series of temperatures in the range from 300 to 1300 K , treating $A$ and $n$ as fitting parameters. $E_{\mathrm{a}}$ is taken as the energy difference (including ZPVE) between the transition state and reactants, and this energy difference is taken directly from the DFT calculation. If necessary, it could be replaced with a more accurate value, for example, from advanced coupled-cluster single-point calculations at the DFT geometries. We have performed single-point calculations with the functional BMK at the B3LYP geometries to obtain good estimates of $E_{\mathrm{a}}$. It has been shown before that the BMK functional, ${ }^{29,35}$ which has been designed and parametrized for kinetics, yields more reliable barrier

Table 2. Calculated TST Rate Constants for the Formation of Naphthalene

| reaction | $T$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 300 | 400 | 500 | 600 | 700 | 800 | 900 | 1000 |
| $1+2 \rightarrow 3^{a}$ | $5.94 \times 10^{-15}$ | $2.08 \times 10^{-14}$ | $5.23 \times 10^{-14}$ | $1.06 \times 10^{-13}$ | $1.90 \times 10^{-13}$ | $3.12 \times 10^{-13}$ | $4.73 \times 10^{-13}$ | $6.93 \times 10^{-13}$ |
| $3 \rightarrow 4^{\text {b }}$ | $4.16 \times 10^{-16}$ | $2.34 \times 10^{-9}$ | $2.58 \times 10^{-5}$ | $1.28 \times 10^{-2}$ | $1.07 \times 10^{0}$ | $3.03 \times 10^{1}$ | $4.13 \times 10^{2}$ | $3.32 \times 10^{3}$ |
| $4 \rightarrow 5^{b}$ | $1.28 \times 10^{10}$ | $5.95 \times 10^{10}$ | $1.52 \times 10^{11}$ | $2.79 \times 10^{11}$ | $4.33 \times 10^{11}$ | $6.04 \times 10^{11}$ | $7.80 \times 10^{11}$ | $9.57 \times 10^{11}$ |
| $5 \rightarrow 6^{b}$ | $8.43 \times 10^{5}$ | $2.11 \times 10^{7}$ | $1.43 \times 10^{8}$ | $5.32 \times 10^{8}$ | $1.32 \times 10^{9}$ | $2.66 \times 10^{9}$ | $4.60 \times 10^{9}$ | $7.13 \times 10^{9}$ |
| $6 \rightarrow 7^{\text {b }}$ | $8.81 \times 10^{-16}$ | $1.06 \times 10^{-8}$ | $1.91 \times 10^{-4}$ | $1.32 \times 10^{-1}$ | $1.45 \times 10^{1}$ | $4.94 \times 10^{2}$ | $7.86 \times 10^{3}$ | $7.19 \times 10^{4}$ |
| $7 \rightarrow 8+\mathrm{H}^{b}$ | $8.74 \times 10^{-12}$ | $1.00 \times 10^{-5}$ | $4.67 \times 10^{-2}$ | $1.33 \times 10^{1}$ | $7.84 \times 10^{2}$ | $1.70 \times 10^{4}$ | $1.87 \times 10^{5}$ | $1.31 \times 10^{6}$ |
| $1+2 \rightarrow 9^{a}$ | $8.02 \times 10^{-15}$ | $4.87 \times 10^{-14}$ | $1.68 \times 10^{-13}$ | $4.25 \times 10^{-13}$ | $8.72 \times 10^{-13}$ | $1.62 \times 10^{-12}$ | $2.68 \times 10^{-12}$ | $4.23 \times 10^{-12}$ |
| $9 \rightarrow 10^{\text {b }}$ | $1.28 \times 10^{-14}$ | $5.06 \times 10^{-8}$ | $4.38 \times 10^{-4}$ | $1.85 \times 10^{-1}$ | $1.40 \times 10^{1}$ | $3.61 \times 10^{2}$ | $4.51 \times 10^{3}$ | $3.49 \times 10^{4}$ |
| $10 \rightarrow 11^{\text {b }}$ | $6.55 \times 10^{-12}$ | $5.36 \times 10^{-6}$ | $1.91 \times 10^{-2}$ | $4.47 \times 10^{0}$ | $2.29 \times 10^{2}$ | $4.34 \times 10^{3}$ | $4.26 \times 10^{4}$ | $2.66 \times 10^{5}$ |
| $11 \rightarrow 12^{\text {b }}$ | $2.18 \times 10^{-13}$ | $6.29 \times 10^{-7}$ | $4.78 \times 10^{-3}$ | $1.84 \times 10^{0}$ | $1.30 \times 10^{2}$ | $3.25 \times 10^{3}$ | $3.97 \times 10^{4}$ | $2.88 \times 10^{5}$ |
| $12 \rightarrow 13^{b}$ | $8.54 \times 10^{7}$ | $1.23 \times 10^{9}$ | $6.28 \times 10^{9}$ | $1.82 \times 10^{10}$ | $3.92 \times 10^{10}$ | $7.00 \times 10^{10}$ | $1.09 \times 10^{11}$ | $1.60 \times 10^{11}$ |
| $13 \rightarrow 7^{\text {b }}$ | $5.23 \times 10^{11}$ | $9.74 \times 10^{11}$ | $1.53 \times 10^{12}$ | $2.13 \times 10^{12}$ | $2.79 \times 10^{12}$ | $3.48 \times 10^{12}$ | $4.19 \times 10^{12}$ | $4.92 \times 10^{12}$ |


| reaction | $T$ |  |  | fit: $A T^{n} \exp \left(-E_{\mathrm{a}} / R T\right)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1100 | 1200 | 1300 | $A$ | $n$ | $E_{a}^{B 3 L Y P}$ | $E_{a}^{B M K} c_{c}$ |
| $1+2 \rightarrow 3^{a}$ | $9.71 \times 10^{-13}$ | $1.28 \times 10^{-12}$ | $1.70 \times 10^{-12}$ | $2.09 \times 10^{-20}$ | 2.61 | 6.0 | 6.9 |
| $3 \rightarrow 4^{\text {b }}$ | $1.86 \times 10^{4}$ | $7.82 \times 10^{4}$ | $2.62 \times 10^{5}$ | $2.53 \times 10^{13}$ | -0.55 | 157.0 | 157.4 |
| $4 \rightarrow 5^{b}$ | $1.13 \times 10^{12}$ | $1.33 \times 10^{12}$ | $1.49 \times 10^{12}$ | $2.71 \times 10^{12}$ | 0.11 | 14.8 | 15.3 |
| $5 \rightarrow 6^{b}$ | $1.00 \times 10^{10}$ | $1.34 \times 10^{10}$ | $1.72 \times 10^{10}$ | $6.85 \times 10^{11}$ | -0.10 | 32.5 | 34.2 |
| $6 \rightarrow 7^{b}$ | $4.43 \times 10^{5}$ | $2.04 \times 10^{6}$ | $7.38 \times 10^{6}$ | $1.05 \times 10^{13}$ | 0.10 | 162.1 | 170.9 |
| $7 \rightarrow 8+\mathrm{H}^{b}$ | $6.31 \times 10^{6}$ | $2.37 \times 10^{7}$ | $7.40 \times 10^{7}$ | $1.97 \times 10^{10}$ | 0.97 | 135.8 | 146.3 |
| $1+2 \rightarrow 9^{a}$ | $6.18 \times 10^{-12}$ | $8.62 \times 10^{-12}$ | $1.19 \times 10^{-11}$ | $1.07 \times 10^{-19}$ | 2.72 | 10.7 | 13.4 |
| $9 \rightarrow 10^{b}$ | $1.84 \times 10^{5}$ | $7.48 \times 10^{5}$ | $2.46 \times 10^{6}$ | $1.19 \times 10^{14}$ | -0.51 | 152.8 | 157.7 |
| $10 \rightarrow 11^{b}$ | $1.20 \times 10^{6}$ | $4.23 \times 10^{6}$ | $1.21 \times 10^{7}$ | $5.54 \times 10^{11}$ | 0.23 | 134.4 | 135.9 |
| $11 \rightarrow 12^{b}$ | $1.48 \times 10^{6}$ | $5.75 \times 10^{6}$ | $1.82 \times 10^{7}$ | $7.00 \times 10^{11}$ | 0.41 | 145.7 | 177.3 |
| $12 \rightarrow 13^{b}$ | $2.13 \times 10^{11}$ | $2.72 \times 10^{11}$ | $3.38 \times 10^{11}$ | $8.85 \times 10^{11}$ | 0.20 | 25.7 | 22.5 |
| $13 \rightarrow 7^{b}$ | $5.65 \times 10^{12}$ | $6.47 \times 10^{12}$ | $7.23 \times 10^{12}$ | $1.49 \times 10^{10}$ | 0.91 | 4.2 | 4.0 |

${ }^{a} \operatorname{lncm}{ }^{3} \mathrm{~s}^{-1}$ molecule ${ }^{-1}$, with $T$ in K and $E_{\mathrm{a}}$ in $\mathrm{kJ} / \mathrm{mol}$. ${ }^{b} \operatorname{In~} \mathrm{~s}^{-1}$, with $T$ in K and $E_{\mathrm{a}}$ in $\mathrm{kJ} / \mathrm{mol}$. ${ }^{c}$ This value includes a ZPVE correction calculated at the B3LYP level.
heights than B3LYP (but not necessarily more accurate geometries or vibrational frequencies).

Parts of the pathways were investigated with a variety of different functionals in order to assess the accuracy of the BMK results. Single-point calculations (at the B3LYP/TZVP geometries) were performed with the functionals BLYP, ${ }^{28}$ TPSS, ${ }^{36,37}$ TPSSh,,${ }^{36-38}$ and B97-K. ${ }^{29}$ It turned out that the computed energies were quite different for the fourmembered ring intermediate, and we therefore studied the isomerization of the penta-1,3-dien-1-yl radical [21] as a model for the formation of this intermediate, using the MP2, ${ }^{39}$ $\mathrm{CC} 2,{ }^{40}$ and $\operatorname{RCCSD}(\mathrm{T})^{41-43}$ methods, the latter as implemented in the Molpro ${ }^{44-46}$ program package. The MP2 and CC2 calculations were performed with the Turbomole ${ }^{15}$ program using the resolution-of-the-identity approximation. ${ }^{39,40}$ The innershell electrons (carbon 1s) were not correlated (frozen core, FC, approximation) in any of the correlation treatments.

## III. Results and Discussion

A. Formation of Naphthalene. We have computed two pathways for the formation of naphthalene from phenyl and vinylacetylene. On one pathway, the phenyl radical attacks the vinylacetylene at its double bond (solid line in Figure 1, see also Figure 2), and on the other pathway, the phenyl radical attacks the vinylacetylene at its triple bond (dashed line in 1, see also Figure 3). The attack at the double bond
yields [3] and is followed by a 1,4 hydrogen shift, bringing the radical center back to the ring ([4]). Then, further reactions to naphthalene ([8]) are straightforward. The other possible pathway occurs after the phenyl's attack of the triple bond of vinylacetylene, yielding [9]. Here also, a 1,4 hydrogen shift brings the radical center back to the ring ([10]). To proceed further, a rotation about a double bond seems required to prepare for the closure of the second sixring of naphthalene, and it was this rotation about a double bond that, in previous work, let the second pathway seem inefficient, because barriers to rotation about a double bond are usually very high. ${ }^{5,9,10}$

In our study, however, this rotation takes place in a twostep reaction via the intermediate [11]. This four-membered ring helps to decrease the barrier to "rotation" about the double bond significantly. From [12] onwards, the ring closure to yield naphthalene is straightforward. We stress that, in contrast to the work by Moriarty and Frenklach, ${ }^{9}$ we do not find any structure (minimum or saddle point) with an electronic energy above the transition state of the first, bimolecular reaction step (TS1 or TS7, cf. Figure 1).

In Table 2, we provide the reaction rates obtained from TST for all of the steps of the two pathways in the temperature range $300-1300 \mathrm{~K}$, along with the fitted Arrhenius parameters $A$ and $n$ and computed values of $E_{\mathrm{a}}$ (including ZPVE). We give the activation energies obtained from calculations with the density functionals B3LYP and

Table 3. Calculated TST Rate Constants for the Formation of Phenanthrene

|  | $T$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| reaction | 300 | 400 | 500 | 600 | 700 | 800 | 900 | 1000 |
| $1+14 \rightarrow 15^{a}$ | $3.83 \times 10^{-15}$ | $2.65 \times 10^{-14}$ | $9.87 \times 10^{-14}$ | $2.61 \times 10^{-13}$ | $5.57 \times 10^{-13}$ | $1.06 \times 10^{-12}$ | $1.79 \times 10^{-12}$ | $2.80 \times 10^{-12}$ |
| $15 \rightarrow 16^{\text {b }}$ | $8.02 \times 10^{-13}$ | $1.00 \times 10^{-6}$ | $4.49 \times 10^{-3}$ | $1.21 \times 10^{0}$ | $6.59 \times 10^{1}$ | $1.35 \times 10^{3}$ | $1.43 \times 10^{4}$ | $9.51 \times 10^{4}$ |
| $16 \rightarrow 17^{b}$ | $1.11 \times 10^{-10}$ | $3.23 \times 10^{-5}$ | $6.18 \times 10^{-2}$ | $9.57 \times 10^{0}$ | $3.55 \times 10^{2}$ | $5.39 \times 10^{3}$ | $4.45 \times 10^{4}$ | $2.46 \times 10^{5}$ |
| $17 \rightarrow 18^{b}$ | $1.80 \times 10^{-15}$ | $1.65 \times 10^{-8}$ | $2.49 \times 10^{-4}$ | $1.54 \times 10^{-1}$ | $1.53 \times 10^{1}$ | $4.87 \times 10^{2}$ | $7.17 \times 10^{3}$ | $6.18 \times 10^{4}$ |
| $18 \rightarrow 19^{b}$ | $6.17 \times 10^{8}$ | $2.80 \times 10^{9}$ | $7.07 \times 10^{9}$ | $1.31 \times 10^{10}$ | $2.02 \times 10^{10}$ | $2.87 \times 10^{10}$ | $3.73 \times 10^{10}$ | $4.64 \times 10^{10}$ |
| $19 \rightarrow 20+\mathrm{H}^{b}$ | $5.70 \times 10^{-2}$ | $2.03 \times 10^{2}$ | $2.91 \times 10^{4}$ | $8.36 \times 10^{5}$ | $9.50 \times 10^{6}$ | $5.85 \times 10^{7}$ | $2.49 \times 10^{8}$ | $7.96 \times 10^{8}$ |


| reaction | $T$ |  |  | fit: $A T^{n} \exp \left(-E_{\mathrm{a}} / R T\right)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1100 | 1200 | 1300 | $A$ | $n$ | $E_{\mathrm{a}}^{\mathrm{B} 3 L Y P}$ | $E_{a}^{B M K} c_{c}$ |
| $1+14 \rightarrow 15^{a}$ | $4.27 \times 10^{-12}$ | $6.02 \times 10^{-12}$ | $8.30 \times 10^{-12}$ | $6.96 \times 10^{-20}$ | 2.74 | 11.8 | 14.7 |
| $15 \rightarrow 16^{b}$ | $4.51 \times 10^{5}$ | $1.63 \times 10^{6}$ | $4.89 \times 10^{6}$ | $8.82 \times 10^{13}$ | -0.51 | 141.8 | 142.8 |
| $16 \rightarrow 17^{b}$ | $9.67 \times 10^{5}$ | $3.12 \times 10^{6}$ | $8.32 \times 10^{6}$ | $3.34 \times 10^{11}$ | 0.13 | 124.5 | 126.9 |
| $17 \rightarrow 18^{b}$ | $3.59 \times 10^{5}$ | $1.56 \times 10^{6}$ | $5.50 \times 10^{6}$ | $3.60 \times 10^{11}$ | 0.48 | 156.9 | 190.6 |
| $18 \rightarrow 19^{b}$ | $5.46 \times 10^{10}$ | $6.32 \times 10^{10}$ | $7.18 \times 10^{10}$ | $2.71 \times 10^{11}$ | 0.01 | 15.3 | 17.5 |
| $19 \rightarrow 20+\mathrm{H}^{\text {b }}$ | $2.08 \times 10^{9}$ | $4.62 \times 10^{9}$ | $9.05 \times 10^{9}$ | $1.38 \times 10^{11}$ | 0.65 | 80.1 | 89.3 |

${ }^{a} \mathrm{In} \mathrm{cm}^{3} \mathrm{~s}^{-1}$ molecule ${ }^{-1}$, with $T$ in K and $E_{\mathrm{a}}$ in $\mathrm{kJ} / \mathrm{mol}$. ${ }^{b} \mathrm{In} \mathrm{s}^{-1}$, with $T$ in K and $E_{\mathrm{a}}$ in $\mathrm{kJ} / \mathrm{mol}$. ${ }^{c}$ This value includes a ZPVE correction calculated at the B3LYP level.


Figure 4. Formation of phenanthrene, $\mathrm{C}_{6} \mathrm{H}_{5}[1]+\mathrm{C}_{8} \mathrm{H}_{6}[14]$ $\rightarrow \mathrm{C}_{14} \mathrm{H}_{12}$ [20], calculated at the B3LYP/TZVP level.

BMK and recommend the latter for use in the mechanisms on which pyrolysis simulations such as those of Norinaga and Deutschmann are based. ${ }^{13,14}$
B. Formation of Phenanthrene. In Table 3, we provide the reaction rates obtained from TST for all of the steps of the reaction (cf. Figures 4 and 5) in the temperature range $300-1300 \mathrm{~K}$, along with the fitted Arrhenius parameters A and $n$ and computed values of $E_{\mathrm{a}}$ (including ZPVE). Not only for the formation of naphthalene but also for the formation of phenanthrene, we recommend the BMK activation energies for modeling purposes.

In the case of vinylacetylene, the phenyl radical can be added to both ends of the molecule, but in the case of phenylacetylene, the phenyl can only react with the triple bond. The addition of the phenyl radical is followed by a 1,4 hydrogen shift to yield the trans isomer [16], which isomerizes to the cis isomer [18] via the four-membered ring
intermediate [17]. The electronic energy of the transition structure TS16 ( $10 \mathrm{~kJ} / \mathrm{mol}$, cf. Figure 4) lies just below the barrier (TS13, $11 \mathrm{~kJ} / \mathrm{mol}$ ) of the first, bimolecular reaction step. A new six-membered ring is formed in [18] to give phenanthrene [20].
C. Four-Membered Ring Intermediates. The radicalic intermediates [11] and [17] with a four-membered ring play a key role in the proposed reaction mechanisms for the formations of naphthalene and phenanthrene from reactions of phenyl with vinylacetylene and phenylacetylene, respectively. Unfortunately, we observe large discrepancies between the B3LYP and BMK results for the barriers between the four-membered ring intermediates and the cis isomers. For example, the BMK barrier ( $177.3 \mathrm{~kJ} / \mathrm{mol}$, including ZPVE) for the step $[\mathbf{1 1}] \rightarrow[\mathbf{1 2}]$ is more than $30 \mathrm{~kJ} / \mathrm{mol}$ higher than the corresponding B3LYP barrier ( $145.7 \mathrm{~kJ} / \mathrm{mol}$, cf. Table 2). Also for the formation of phenanthrene, the BMK barrier ( $190.6 \mathrm{~kJ} / \mathrm{mol}$ ) for the step [17] $\rightarrow$ [18] is more than $30 \mathrm{~kJ} /$ mol higher than the corresponding B3LYP barrier ( $156.9 \mathrm{~kJ} /$ mol, cf. Table 3).

Similar data for the functionals BP86, BLYP, TPSS, TPSSh, and B97-K are collected in Table 4, showing that it is mainly the energy of the intermediates [11] and [17] that causes the large variations in computed activation energies for the $[\mathbf{1 1}] \rightarrow[\mathbf{1 2}]$ and $[\mathbf{1 7}] \rightarrow[\mathbf{1 8}]$ steps.

In an attempt to understand the different behavior of various exchange-correlation functionals, we have investigated the isomerization of the penta-1,3-dien-1-yl radical [21] as a model system (cf. Figure 6). For this model system, we have performed single-point $\operatorname{RCCSD}(\mathrm{T})(\mathrm{FC})$ calculations at the B3LYP/TZVP geometries with a restricted open-shell Hartree-Fock reference state (ROHF) using the correlationconsistent cc-pVTZ basis. According to the T1 diagnostic criteria, ${ }^{47}$ the $\mathrm{RCCSD}(\mathrm{T})$ results do not suffer from a strong multireference character and represent a reliable set of reference data. The equilibrium and transition structures were determined at the B3LYP/TZVP level (Figure 6), and the results from various single-point calculations are shown in
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Figure 5. Intermediates and transition states on the reaction path (Figure 4) toward the formation of phenanthrene, $\mathrm{C}_{6} \mathrm{H}_{5}$ [1] $+\mathrm{C}_{8} \mathrm{H}_{6}[14] \rightarrow \mathrm{C}_{14} \mathrm{H}_{12}$ [20], calculated at the B3LYP/TZVP level (electronic energies in $\mathrm{kJ} / \mathrm{mol}$ ).

Table 4. Calculated (in the TZVP Basis) Relative Energies (in kJ/mol, with Respect To [10] and [16], Respectively) for the Formation of the Four-Membered Ring Intermediates [11] and [17] at the B3LYP/TZVP Geometries

| method | TS9 | [11] | TS10 | TS15 | [17] | TS16 |
| :--- | ---: | ---: | :---: | :---: | ---: | :---: |
| BP86 | 122 | -1 | 141 | 111 | -8 | 146 |
| BLYP | 129 | 18 | 149 | 118 | 11 | 154 |
| TPSS | 125 | 0 | 144 | 115 | -7 | 149 |
| B3LYP | 140 | 9 | 160 | 129 | 2 | 165 |
| TPSSh | 130 | -4 | 149 | 119 | -11 | 154 |
| B97-K | 142 | -10 | 162 | 132 | -16 | 169 |
| BMK | 141 | -21 | 162 | 132 | -29 | 168 |

Table 5. All of the DFT and coupled-cluster calculations indicate that the energy of the four-membered ring seems to be the most difficult to compute accurately. For the fourmembered ring [22], the deviations of the results from the ROHF-CCSD(T)(FC) results vary between 51 (ROHF) and


Figure 6. Energy profile of the isomerization of penta-1,3-dien-1-yl [21], see Table 5). The range of calculated DFT energies is indicated by error bars.

Table 5. Calculated (in the TZVP Basis) Relative Energies (in kJ/mol, with Respect To [21]) of the Model Reaction with Penta-1,3-dien-1-yl (cf. Figure 6) at the B3LYP/TZVP Geometries ${ }^{a}$

| method | TS19 | $\delta_{\mathrm{TS} 19}{ }^{b}$ | $[22]$ | $\delta_{[22]}{ }^{b}$ | TS 20 | $\delta_{\mathrm{TS} 20^{b}}$ | $[23]$ | $\delta_{[23]^{b}}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| BP86 | 100 | -11 | -43 | 3 | 128 | -7 | 0 | -1 |
| BLYP | 110 | -1 | -22 | 24 | 136 | 1 | 2 | 1 |
| TPSS | 102 | -9 | -45 | 1 | 128 | -7 | 1 | 0 |
| B3LYP | 117 | 6 | -32 | 14 | 145 | 10 | 2 | 1 |
| TPSSh | 105 | -6 | -49 | -3 | 132 | -3 | 1 | 0 |
| B97-K | 118 | 7 | -49 | -3 | 146 | 11 | 2 | 1 |
| BMK | 116 | 5 | -62 | -16 | 144 | 9 | 0 | -1 |
| ROHF | 182 | 71 | 5 | 51 | 211 | 76 | 6 | 5 |
| UHF | 137 | 26 | -15 | 31 | 155 | 20 | 7 | 6 |
| ROHF-UMP2(FC) | 103 | -8 | -65 | -19 | 129 | -6 | 1 | 0 |
| UHF-UMP2(FC) | 124 | 13 | -86 | -40 | 152 | 17 | 0 | -1 |
| ROHF-UCC2(FC) | 100 | -11 | -54 | -8 | 124 | -11 | 0 | -1 |
| UHF-UCC2(FC) | 115 | 4 | -67 | -21 | 143 | 8 | 0 | -1 |
| ROHF- | 111 | 0 | -46 | 0 | 135 | 0 | 1 | 0 |
| RCCSD(T)(FC) |  |  |  |  |  |  |  |  |

${ }^{a}$ A cc-pVTZ basis was used for the ROHF-RCCSD(T)(FC) calculations. ${ }^{b}$ Deviation from the ROHF-RCCSD $(T)(F C)$ result.
$-40 \mathrm{~kJ} / \mathrm{mol}$ [UHF-UMP2(FC)]. The corresponding deviations of the B3LYP ( $14 \mathrm{~kJ} / \mathrm{mol}$ ) and BMK ( $-16 \mathrm{~kJ} / \mathrm{mol}$ ) results are not so large but have different signs.

Spin contamination of the doublet states may be a reason for the differences between the DFT results. Indeed, the spinunrestricted Hartree-Fock (UHF) expectation values of $\hat{S}^{2}$ amount to $1.30,0.97$, and 1.28 for the minima [21], [22], and [23], respectively, and as much as 1.45 and 1.53 for the transitions structures TS19 and TS20. The UHF and UHFbased values seem unreliable. On the other hand, all of the DFT values are much closer to 0.75 and are in good mutual agreement. For all of the minima, the DFT values range from 0.76 to 0.78 for all of the functionals studied, and the values for TS19 and TS20 vary between 0.77 and 0.81 and between 0.77 and 0.83 , respectively. Overall, the DFT values agree to within $25 \mathrm{~kJ} / \mathrm{mol}$ with the ROHF-CCSD(T)(FC) results, as can be seen from the error bars in Figure 6.

## IV. Conclusions

We have proposed three reaction pathways for PAH growth from reactions of either vinyl- or phenylacetylene with a phenyl radical. We have found pathways via four-membered ring intermediates that enable a cis-trans isomerization. These intermediates have so far not been investigated in the literature.

Arrhenius parameters (pre-exponential $A$, temperature exponent $n$, and activation energy $E_{\text {a }}$ ) have been derived for all of the reaction steps on the three different pathways. We suggest the use of Arrhenius-like rate expressions such as eq 6 with our parameters for the first bimolecular steps in the kinetic modeling of refs 13 and 14.
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#### Abstract

Stepwise addition/elimination and concerted mechanisms for the methanolysis of $\epsilon$-caprolactone, as a model for the initiation and propagation of ring-opening polymerization (ROP), have been investigated computationally using the B3LYP/6-31G* density functional method, with assistance from one or two ancillary methanol molecules. The effects of specific solvation by these extra methanols in cyclic hydrogen-bonded clusters are very significant, with barrier height reductions of about $50 \mathrm{~kJ} \mathrm{~mol}^{-1}$. However, the effects of bulk solvation as treated by the polarized continuum model are almost negligible. Increasing the ring size lowers the barriers for both the addition and elimination steps of the stepwise mechanism but does not do so for the concerted mechanism; a stepwise mechanism is preferred for methanol-assisted ROP. The essential catalytic role of solvent molecules in this reaction is to avoid the unfavorable accumulation or separation of charges.


## Introduction

The ring-opening polymerization (ROP) of a variety of cyclic esters, including $\epsilon$-caprolactone ( $\epsilon$-CL) to form biocompatible, biodegradable polymers has generated great interest in recent years. This is due to the potential application of these materials in areas of medicine such as drug delivery, implants, and tissue engineering. ${ }^{1}$ New polymers are continually being developed, creating a great demand for new materials and for improved syntheses. ROP is the most commonly used synthetic strategy for preparing these macromolecules and can be carried out with overall high efficiency using transition-metal (TM) initiating compounds. ${ }^{2}$

Despite controversy regarding some initiators, ROP has been shown to proceed by a coordination-insertion mecha-

[^18]nism with acyl-oxygen cleavage of the monomer and insertion into the metal-oxygen bond of the initiator. Much work has been focused on the synthesis of new tin, aluminum, and TM initiators, ${ }^{3}$ with the goal of increasing reactivity and the production of novel polymer structures. ${ }^{4}$ Reaction mechanisms involving TMs have been investigated by kinetic, spectroscopic, ${ }^{5,6}$ or chromatographic methods. ${ }^{7}$ Commercial catalysts for these important processes are currently based on complexes of tin, ${ }^{8}$ but with growing environmental concerns, there is a need to develop more benign catalysts.

As the first part of an extensive computational modeling study of ROP mechanisms catalyzed by TM complexes, ${ }^{9}$ we wish to report now upon alternative mechanisms for the reference reaction of $\epsilon$-CL initiated by alcohol with a view to determining what factors govern the reactivity of these systems.

The first step of lactone ROP requires an initiator ROH, as shown in the initiation step of Scheme 1; subsequent chain-propagation steps involve the ring-opened intermediate

## Scheme 1



Scheme 2

reacting with further lactone monomers to yield polymers. Both initiation and propagation steps may be subject to catalysis. We have employed density functional theory to perform a computational study of mechanisms (Scheme 2) for the initiation step with $\epsilon$-CL and $\mathrm{R}=\mathrm{Me}$ (methanol). This serves also as a model for the propagation steps, where ROH is ring-opened $\omega$-hydroxyester. We have considered two overall mechanisms: (a) the stepwise addition-elimination of MeOH across the acyl $\mathrm{C}=\mathrm{O}$ bond and (b) a concerted addition of MeOH across the acyl $\mathrm{C}-\mathrm{O}$ bond (metathesis). For each alternative, we have also considered the possibility of either one, two, or three MeOH molecules in cyclic hydrogen-bonded complexes (Chart 1 shows transition structures TS1-TS9 for these complexes), analogous to those found in many other related processes. ${ }^{10}$ Analogous mechanisms for the neutral and water-assisted hydrolysis of acyclic esters, methyl formate ${ }^{11}$ and ethyl acetate, ${ }^{12}$ have been the subjects of previous computational studies, but the present work is the first such study of lactone alcoholysis.

A cyclic transition state involving three molecules of methanol has been proposed by Venkatasubban et al. ${ }^{13 \mathrm{a}}$ for the neutral methanolysis of $p$-nitrophenyl trifluoroacetate in acetonitrile, for which the apparent kinetic order with respect to MeOH is 2.87 . Hydrolysis of the same ester in acetonitrile shows a similar apparent kinetic order of 3.22 with respect to both $\mathrm{H}_{2} \mathrm{O}$ and $\mathrm{D}_{2} \mathrm{O}$, and proton inventory studies with $\mathrm{H}_{2} \mathrm{O}$ / $\mathrm{D}_{2} \mathrm{O}$ mixtures suggest a transition state involving the transfer of three protons. These authors recognized that similar cyclic transition states could exist for both the formation and breakdown of a hemiorthoester intermediate. Similar results have been obtained for the hydrolysis of $p$-methylphenyl trichloroacetate in acetonitrile. ${ }^{13 \mathrm{~b}}$ The cyclic transition states for reactions in acetonitrile/water mixtures are in contrast to the acyclic three-proton model proposed for ester hydrolysis in water. It is thought that this difference is due to the stabilization of the developing charges on the oxygens by hydrogen bonds to bulk water in aqueous solution; this kind of stabilization is difficult to achieve in a predominantly nonaqueous medium, which forces a cyclic transition state with minimal development of the charges. ${ }^{13 a}$

Chart 1. Cyclic Transition Structures for Stepwise and Concerted Mechanisms of $\epsilon$-CL ROP Initiation Involving One, Two, or Three $\mathrm{CH}_{3} \mathrm{OH}$ Molecules ${ }^{\text {a }}$


TS1


TS2


TS3


TS5


TS7


TS8


TS9
${ }^{\text {a }}$ Subscripts denote the following: nu, nucleophile; Ig, leaving group; c, carbonyl; a, first ancillary molecule; b, second ancillary molecule.

## Methods

The calculations of density functional theory using the B3LYP exchange-correlation functiona ${ }^{14,15}$ were carried out with the GAMESS-UK ${ }^{16}$ and Gaussian 03 packages of programs, ${ }^{17}$ using the $6-31 \mathrm{G}^{*}$ basis set. ${ }^{18}$ The geometries and energies of each structure were fully optimized and its nature confirmed by frequency analysis. Transition structures (TSs) were located by means of the EF algorithm ${ }^{19}$ and characterized by frequency calculations, both in vacuo and in solution. Intrinsic reaction co-ordinate (IRC) calculations were used to verify the adjacent local minima. Charge distributions were obtained by natural population analysis. ${ }^{20}$ Solvent effects were examined by means of the polarized continuum method (PCM), ${ }^{21}$ whereby the solvent was characterized by its dielectric constant ( $\epsilon=32.6$ for methanol and $\epsilon=78.4$ water) around a cavity shaped by a superposition of spherical solute atoms; frequencies and zero-point energies were computed for each stationary structure in PCM methanol and water. Computed bond lengths are given in angströms, bond angles in degrees, total energies in hartrees, and unless otherwise stated zero-point energies and relative energies in $\mathrm{kJ} \mathrm{mol}^{-1}$.

## Results and Discussion

Table 1 contains relative energies in a vacuum, methanol, and water for each B3LYP/6-31G*-optimized geometry with respect to the reactant complex for the methanolysis of $\epsilon$-CL.

Table 1. $\mathrm{B} 3 \mathrm{LYP} / 6-31 \mathrm{G}^{*}$ Relative Energies ( $\mathrm{kJ} \mathrm{mol}^{-1}$ ) in a Vacuum (Potential Energy $\Delta E_{\text {tot }}$, Zero-Point-Corrected Energy $\Delta E_{0}$, and Free Energy $\Delta G_{298}$ at 298 K and 1 atm) and in PCM Methanol and Water for the Methanolysis of $\epsilon$-Caprolactone

| species | vacuum |  |  | MeOH | $\mathrm{H}_{2} \mathrm{O}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta E_{\text {tot }}$ | $\Delta E_{0}$ | $\Delta G_{298}$ | $\Delta E_{0}$ | $\Delta E_{0}$ |
| One Methanol |  |  |  |  |  |
| $\epsilon-\mathrm{CL}+\mathrm{CH}_{3} \mathrm{OH}$ (3) | 31 | 27 |  |  |  |
| $\epsilon$ - $\mathrm{CL} \cdot \mathrm{CH}_{3} \mathrm{OH}$ (4) | 0 | 0 | 0 | 0 | 0 |
| addition TS (TS1) | 173 | 163 | 179 | 173 | 176 |
| intermediate (5a) | 28 | 33 | 50 | 43 | 47 |
| conformational TS (5a $\rightarrow \mathbf{5 b}$ ) | 42 | 48 | 66 |  |  |
| intermediate (5b) | 18 | 23 | 41 | 32 | 43 |
| elimination TS (TS2) | 155 | 145 | 162 | 166 | 166 |
| product (6) | -10 | -8 | 2 | 8 | 3 |
| concerted TS (TS3) | 172 | 160 | 176 | 176 | 176 |
| Two Methanols |  |  |  |  |  |
| $\epsilon-\mathrm{CL}+2 \mathrm{CH}_{3} \mathrm{OH}(7)$ | 91 | 77 |  |  |  |
| $\epsilon-\mathrm{CL} \cdot 2 \mathrm{CH}_{3} \mathrm{OH}$ (8) | 0 | 0 | 0 |  |  |
| addition TS (TS4) | 138 | 124 | 138 | 126 | 127 |
| intermediate $+\mathrm{CH}_{3} \mathrm{OH}$ (9a) | 42 | 48 | 60 | 59 | 61 |
| intermediate $+\mathrm{CH}_{3} \mathrm{OH}(9 \mathrm{~b})$ | 30 | 35 | 45 | 34 | 39 |
| elimination TS (TS5) | 119 | 104 | 118 | 114 | 120 |
| product $\cdot \mathrm{CH}_{3} \mathrm{OH}$ (10) | -14 | -14 | -15 | -21 | -16 |
| concerted TS (TS6) | 178 | 160 | 172 | 169 | 167 |
| Three Methanols |  |  |  |  |  |
| $\mathrm{e}-\mathrm{CL}+3 \mathrm{CH}_{3} \mathrm{OH}$ (11) | 146 | 126 |  |  |  |
| e-CL. $3 \mathrm{CH}_{3} \mathrm{OH}$ (12) | 0 | 0 | 0 |  |  |
| addition TS (TS7) | 125 | 101 | 113 | 95 | 100 |
| intermediate $+2 \mathrm{CH}_{3} \mathrm{OH}$ (13a) | 33 | 38 | 45 | 61 | 60 |
| intermediate $+2 \mathrm{CH}_{3} \mathrm{OH}$ (13b) | 33 | 37 | 44 | 33 | 38 |
| elimination TS (TS8) | 129 | 110 | 124 | 106 | 109 |
| product-2 $\mathrm{CH}_{3} \mathrm{OH}$ (14) | -9 | -10 | -14 | -15 | -15 |
| concerted TS (TS9) | 174 | 161 | 177 | 165 | 166 |

Potential energy differences $\Delta E_{\text {tot }}$, zero-point-corrected 0 K energy differences $\Delta E_{0}$, and free energy differences $\Delta G_{298}$ at 298 K and 1 atm are shown for calculation in a vacuum, whereas only the $\Delta E_{0}$ results are shown for solvated species. The relative free energies for species along the reaction coordinates within the cyclic complexes are independent of the choice of standard state. The discussion below is based on the 0 K energies unless otherwise noted. Figures $1-3$ respectively show structures and relative energies for reactions involving one, two, and three methanol molecules. The atom-labeling scheme used throughout is shown in Chart 1.
$\epsilon$-CL ROP with One $\mathbf{C H}_{\mathbf{3}} \mathbf{O H}$ Molecule. The formation of reactant complex $\mathbf{4}$ from $\epsilon$-CL 1 and a single methanol 2 (the combined energy of which is denoted by 3 ) is energetically favorable by $27 \mathrm{~kJ} \mathrm{~mol}^{-1}$ in a vacuum at 0 K . The addition of $\mathrm{MeO}_{n u} \mathrm{H}_{n u}$ to the $\mathrm{C}_{\mathrm{c}}=\mathrm{O}_{\mathrm{c}}$ double bond, the first step of the stepwise mechanism, involves a four-memberedring TS1 in which formation of the new $\mathrm{O}_{\mathrm{nuc}}-\mathrm{C}_{\mathrm{c}}$ bond and breaking of the carbonyl $\pi$ bond are coupled to proton transfer from the nucleophile to the carbonyl oxygen atom $\mathrm{O}_{\mathrm{c}}$, yielding a hemiacetal intermediate $\mathbf{5 a}$ that is $33 \mathrm{~kJ} \mathrm{~mol}^{-1}$ above the reactant complex (Scheme 2). This tetrahedral adduct must undergo a favorable conformational change
$\left(-10 \mathrm{~kJ} \mathrm{~mol}^{-1}\right)$ to $\mathbf{5 b}$ in order to facilitate the elimination step stereoelectronically. The transition structure $\mathbf{5 a} \rightarrow \mathbf{5 b}$ for this conformational change involves an energy barrier of only $15 \mathrm{~kJ} \mathrm{~mol}^{-1}$. The second step of the stepwise mechanism also involves a four-membered-ring TS2, in which cleavage of the $\mathrm{C}_{\mathrm{c}}-\mathrm{O}_{\mathrm{lg}}$ bond and reformation of the carbonyl $\pi$ bond are coupled to proton transfer from the hemiacetal $\mathrm{O}_{\mathrm{c}}-\mathrm{H}$ to the ring oxygen atom $\mathrm{O}_{\mathrm{lg}}$, giving the ring-opened methyl 6-hydroxyhexanoate product 6, which lies $8 \mathrm{~kJ} \mathrm{~mol}^{-1}$ in energy below 4 . The energies of TS1 and TS2 relative to 4 are, respectively, 163 and $145 \mathrm{~kJ} \mathrm{~mol}^{-1}$, indicating that the first step (addition) would be ratedetermining. The calculated barrier height for the addition of methanol to $\epsilon$-CL is very similar in magnitude to those calculated previously for the addition of one molecule of water or methanol to aldehydes by means of a four-membered-ring TS. ${ }^{22}$

Along the concerted reaction path, the methanol nucleophile attacks the carbonyl $\mathrm{C}_{\mathrm{c}}$ but transfers its proton directly to the leaving-group $\mathrm{O}_{\mathrm{lg}}$ atom of the lactone. This mechanism is comparable to intermolecular concerted $\mathrm{S}_{\mathrm{N}} 2$ acyl transfer, but its quasi-intramolecular nature imposes a severe geometrical constraint such that it would be considered as frontside nucleophilic attack. Alternatively, the mechanism may be regarded as a metathesis, with two new $\sigma$ bonds $\left(\mathrm{O}_{\text {nuc }}-\right.$ $\mathrm{C}_{\mathrm{c}}$ and $\mathrm{H}-\mathrm{O}_{\mathrm{lg}}$ ) being formed simultaneously with breaking of the methanol $\mathrm{O}-\mathrm{H}$ and lactone $\mathrm{C}_{\mathrm{c}}-\mathrm{O}_{\mathrm{lg}} \sigma$ bonds, leading directly to the hydroxyester product $\mathbf{6}$. The four-memberedring TS3 (Figure 1) lies $160 \mathrm{~kJ} \mathrm{~mol}^{-1}$ above the energy of the reactant complex 4, suggesting that both stepwise and concerted mechanisms might be competitive for ROP involving only one molecule of methanol. However, TS1, TS2, and TS3 are each highly strained, and it is unlikely that any significant fraction of the actual gas-phase alcoholysis of $\epsilon$-CL proceeds by means of either of these onemethanol mechanisms since both involve a very high energy barrier. The unfavorable strain energy could be relieved by the incorporation of one or two additional methanol molecules into a cyclic hydrogen-bonded supermolecule, as discussed below.
$\epsilon$-CL ROP with Two $\mathbf{C H}_{3} \mathbf{O H}$ Molecules. An additional methanol molecule may be incorporated into a cyclic hydrogen-bonded complex such that it acts both as a proton donor to the $\epsilon$-CL and as a proton acceptor to the original (nucleophilic) methanol. Thus, the ancillary methanol ( $\mathrm{MeO}_{\mathrm{a}^{-}}$ $\mathrm{H}_{\mathrm{a}}$ in Chart 1) may serve as a bifunctional catalyst. ${ }^{10 \mathrm{a}, \mathrm{c}, 23}$

The formation of reactant complex 8 from $\epsilon$-CL 1 and $2 \times \mathrm{MeOH} 2$ is energetically favorable by $77 \mathrm{~kJ} \mathrm{~mol}^{-1}$ in a vacuum; note that cooperativity among the interactions between the component species in $\mathbf{8}$ causes the association energy to be greater than twice that in 4 . The methanolassisted addition of methanol to the $\mathrm{C}_{\mathrm{c}}=\mathrm{O}_{\mathrm{c}}$ double bond, the first (addition) step of the stepwise mechanism, involves a six-membered-ring TS4 in which formation of the new $\mathrm{O}_{\mathrm{nu}}-\mathrm{C}_{\mathrm{c}}$ bond and breaking of the carbonyl $\pi$ bond are coupled to a double proton transfer from the nucleophile via the ancillary MeOH to $\mathrm{O}_{\mathrm{c}}$, yielding a complex $9 \mathbf{a}$ of methanol with a hemiacetal intermediate that is $48 \mathrm{~kJ} \mathrm{~mol}^{-1}$ above $\mathbf{8}$ (Figure 2). This tetrahedral adduct must undergo a favorable


Reaction Coordinate
Figure 1. Zero-point-corrected B3LYP/6-31G* energy profile in a vacuum for the stepwise (solid line) and concerted (dashed line) mechanisms of $\epsilon$-CL ROP with one $\mathrm{CH}_{3} \mathrm{OH}$ molecule.


Figure 2. Zero-point-corrected B3LYP/6-31G* energy profile in a vacuum for the stepwise (solid line) and concerted (dashed line) mechanisms of $\epsilon$-CL ROP with two $\mathrm{CH}_{3} \mathrm{OH}$ molecules.
conformational change $\left(-13 \mathrm{~kJ} \mathrm{~mol}^{-1}\right)$ to $\mathbf{9 b}$ in order to facilitate the elimination step stereoelectronically. This change involves not only internal rotation of the hydroxyl group but also a repositioning of the ancillary MeOH ; however, as for TS $\mathbf{5 a} \rightarrow \mathbf{5 b}$, the energy barrier is not expected to be large, and the transition structure for this conformational rearrangement has not been characterized in this study. The second (elimination) step of this mechanism also involves a six-membered-ring TS5, in which cleavage of the $\mathrm{C}_{\mathrm{c}}-\mathrm{O}_{\mathrm{lg}}$ bond and reformation of the carbonyl $\pi$ bond are coupled to proton transfer from the hemiacetal $\mathrm{O}_{\mathrm{c}}-\mathrm{H}$
via the ancillary MeOH to $\mathrm{O}_{\mathrm{lg}}$, giving the ring-opened product complex 10 of methanol with methyl 6-hydroxyhexanoate, which lies $14 \mathrm{~kJ} \mathrm{~mol}^{-1}$ in energy below 8 . The energies of TS4 and TS5 relative to $\mathbf{8}$ are, respectively, 124 and $104 \mathrm{~kJ} \mathrm{~mol}^{-1}$, indicating that the addition step would be rate-determining.

Along the reaction path for the concerted mechanism, the nucleophilic methanol attacks $\mathrm{C}_{\mathrm{c}}$ with a transfer of its proton via the ancillary MeOH directly to $\mathrm{O}_{\mathrm{lg}}$, which is the leaving group. Again, this mechanism resembles concerted $\mathrm{S}_{\mathrm{N}} 2$ acyl transfer, but still its quasi-intramolecular nature involves a


Figure 3. Zero-point-corrected B3LYP/6-31G* energy profile in a vacuum for the stepwise (solid line) and concerted (dashed line) mechanisms of $\epsilon$-CL ROP with three $\mathrm{CH}_{3} \mathrm{OH}$ molecules.
very severe geometrical constraint $\left(\mathrm{O}_{\mathrm{nu}} \mathrm{C}_{\mathrm{c}} \mathrm{O}_{\mathrm{lg}}\right.$ angle $\left.=93^{\circ}\right)$ despite the expanded size of the cyclic TS. The six-membered-ring TS6 (Figure 2) once again lies $160 \mathrm{~kJ} \mathrm{~mol}^{-1}$ above the energy of the reactant complex 8 , indicating that expansion from a four-membered ring to a six-membered ring is not accompanied by reduction of the energy barrier for the concerted mechanism. Whereas the reaction involving only one molecule of methanol showed that both the stepwise and concerted mechanisms might be competitive for ROP, it is clear that the methanol-assisted reaction favors the stepwise addition/elimination, for which the rate-determining step is $36 \mathrm{~kJ} \mathrm{~mol}^{-1}$ lower than the barrier for the concerted mechanism.
$\epsilon$-CL ROP with Three $\mathbf{C H}_{3} \mathbf{O H}$ Molecules. The formation of reactant complex $\mathbf{1 2}$ from $\epsilon$-CL 1 and $3 \times$ MeOH 2 is energetically favorable by $126 \mathrm{~kJ} \mathrm{~mol}^{-1}$ in a vacuum; again, cooperativity among the interactions between the component species in $\mathbf{1 2}$ causes the association energy to be greater than thrice that in $\mathbf{4}$. Incorporation of the third methanol molecule further expands the cyclic hydrogenbonded complex to an eight-membered ring. Addition to the $\mathrm{C}_{\mathrm{c}}=\mathrm{O}_{\mathrm{c}}$ double bond is coupled to a triple proton transfer: from the nucleophile to the first ancillary methanol, from this to the second ancillary methanol, and from that to $\mathrm{O}_{\mathrm{c}}$. Inspection of the transition vector and the IRC path confirms that TS7 is the only stationary point between $\mathbf{1 2}$ and the tetrahedral intermediate 13a, which lies $38 \mathrm{~kJ} \mathrm{~mol}^{-1}$ above the reactant complex (Figure 3). Following a conformational change and repositioning of the two ancillary methanols, the elimination phase of the stepwise mechanism proceeds from intermediate 13b by means of another eight-membered cyclic TS8, again involving a triple proton transfer from $\mathrm{O}_{\mathrm{c}}$ to $\mathrm{O}_{\mathrm{lg}}$
via the two ancillary methanols. The energies of TS7 and TS8 relative to $\mathbf{1 2}$ are, respectively, 101 and $110 \mathrm{~kJ} \mathrm{~mol}^{-1}$, now indicating that the elimination step would be ratedetermining. The barrier for the addition step via TS7 is 23 $\mathrm{kJ} \mathrm{mol}{ }^{-1}$ lower than that via TS4 with one fewer methanol, whereas the barrier for the elimination step via TS8 is a little higher than that via TS5 with the smaller ring. Note that TS8 (as shown in Figure 3) is the lowest of three conformations considered with differing relative orientations of the methyl groups of the ancillary methanols: the other conformations were 6 and $9 \mathrm{~kJ} \mathrm{~mol}^{-1}$ higher in energy.

Along the concerted reaction path, TS9 again involves a triple proton transfer from $\mathrm{O}_{\mathrm{nu}}$ to $\mathrm{O}_{\mathrm{lg}}$ via the two ancillary methanols in an eight-membered ring. At $161 \mathrm{~kJ} \mathrm{~mol}^{-1}$, the barrier for this mechanism is remarkably similar to those for the concerted mechanisms via TS3 and TS6 with the smaller rings. Inclusion of the third methanol favors the stepwise over the concerted mechanism by $51 \mathrm{~kJ} \mathrm{~mol}^{-1}$. Note that these (relative) energies are zero-Kelvin enthalpy changes; consideration of temperature-dependent entropy contributions within the cyclic complexes does not materially alter any of the conclusions in the above discussion: the relative free energies at 298 K (Table 1) for the various TSs of interest are all raised by a small amount in the range $12-$ $17 \mathrm{~kJ} \mathrm{~mol}^{-1}$ but do not show any changes of mechanistic significance.

Continuum Solvent Effects. The reoptimization of all stationary structures with PCM methanol and PCM water, and the inclusion of zero-point energies obtained from vibrational frequencies computed with these continuum models, leads to very similar energetic trends to those discussed above for the reactions in a vacuum (Table 1).


Figure 4. Energetics of $\epsilon$-CL methanolysis analyzed in terms of contributions from the binding (green) of one (lower half) or two (upper half) ancillary methanol molecules and distortion (pink) of the lactone + nucleophilic methanol reacting core for the concerted (yellow, left half) and stepwise addition and elimination (blue, right half) mechanisms.

Although the concerted mechanism is competitive with the stepwise addition/elimination mechanism for the unassisted reaction, the stepwise mechanism is favored for reactions assisted by either one or two ancillary methanols. The addition step is rate-determining for reactions involving fouror six-membered rings, and the barrier height decreases with increasing ring size in both solvents, with the consequence that the elimination step becomes rate-determining for the largest (eight-membered) ring. Most of the barrier heights are slightly larger in solution than in a vacuum. However, the overall effect of PCM solvation, in which methanol or water is treated as a continuum characterized by the dielectric constant of the bulk solvent, upon the reaction energetics is rather small and uninteresting by comparison with the specific effects of the ancillary methanols considered in the next section.

Specific Solvation by Ancillary Methanol Molecules: Analysis of Distortion and Binding Energy Contributions. The purpose of this section is to consider how the barrierheight reductions reported above are achieved. The analysis presented assumes a "fundamentalist" view of catalysis, which focuses upon the differential stabilization of the transition state relative to the reactant state. The source of the catalytic effect of the ancillary methanol molecule(s) may be analyzed most directly in terms of potential energies (i.e., not including zero-point energies). It is convenient to consider the interaction energy of either a reactant complex or a transition structure with a catalyst as the sum of two components. The first is a distortion energy required to alter the geometries of the "core" fragments (lactone + nucleophile) of the uncatalyzed reaction to the structures they possess in the catalyzed reaction. The second is an intrinsic binding energy for bringing the distorted core together with the catalyst, which is either a single ancillary methanol ( $1 \times$ catalytic MeOH ) or two ancillary methanols ( $2 \times$ catalytic MeOH ). These components are color-coded in Figure 4 (pink
for distortion and green for binding) and applied to both concerted (yellow) and stepwise (blue) mechanisms.

The potential energy barrier $\Delta E_{2 \mathrm{~A}}{ }^{\ddagger}$ for the addition step of the two-methanol stepwise mechanism ( $8 \rightarrow$ TS4, lowerright of Figure 4) may be expressed by eq 1.

$$
\begin{equation*}
\Delta E_{2 \mathrm{~A}}^{\ddagger}=\Delta E_{1 \mathrm{~A}}^{\ddagger}-\Delta E_{\mathrm{b}}^{\mathrm{R}^{\prime}}-\Delta E_{\mathrm{d}}^{\mathrm{R}^{\prime}}+\Delta E_{\mathrm{b}}^{\mathrm{T}^{\prime}}+\Delta E_{\mathrm{d}}^{\mathrm{T}^{\prime}} \tag{1}
\end{equation*}
$$

$\Delta E_{1 \mathrm{~A}}{ }^{\ddagger}$ is the barrier height $\left(173 \mathrm{~kJ} \mathrm{~mol}^{-1}\right)$ for the addition step of the one-methanol stepwise mechanism ( $\mathbf{4} \boldsymbol{\rightarrow} \mathbf{T S} 1$, middle right of Figure 4). $\Delta E_{\mathrm{b}}^{\mathrm{R}^{\prime}}$ and $\Delta E_{\mathrm{b}}^{\mathrm{T}^{\prime}}$ are the respective binding energies ( -71 and $-169 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ) of one additional methanol 2 with species $4(8)$ and 4 (TS4), which are the distorted "core" ( $\epsilon$-CL + nucleophilic methanol) fragments 4 as found in reactant complex 8 and transition structure TS4. $\Delta E_{\mathrm{d}} \mathrm{R}^{\prime}$ and $\Delta E_{\mathrm{d}}^{\mathrm{T}^{\prime}}$ are the corresponding respective distortion energies ( 12 and $75 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ) of those core fragments relative to $\mathbf{4}$ and TS1. The ancillary methanol, which acts as both a hydrogen-bond acceptor and a hydrogenbond donor, has a much stronger interaction with the distorted core in TS4 than in $\mathbf{8}$ because of the greater dipolar character that develops as the nucleophilic addition proceeds, ${ }^{25}$ the dipole moment of the core fragment increases from 3.44 d in $\mathbf{4 ( 8 )}$ to 4.77 d in $\mathbf{4 ( T S 4 )}$. The distortion energy of the $\epsilon$-CL + nucleophile core from TS1 to TS4 is greater than that from 4 to $\mathbf{4 ( 8 )}$. The difference $\Delta E_{\mathrm{b}} \mathrm{T}^{\prime}-\Delta E_{\mathrm{b}} \mathrm{R}^{\prime}=$ $-98 \mathrm{~kJ} \mathrm{~mol}^{-1}$ is the contribution to catalysis from the interaction of the reacting core with one ancillary methanol serving as a bifunctional catalyst. This amount is offset by the difference $\Delta E_{\mathrm{d}}{ }^{\mathrm{T}^{\prime}}-\Delta E_{\mathrm{d}} \mathrm{R}^{\prime}=+63 \mathrm{~kJ} \mathrm{~mol}^{-1}$, which is the net distortion energy that must be paid in order for the core to attain the necessary geometry to realize its increased interaction with the catalyst. The net catalytic effect $\Delta E_{1 A^{*}}$ $-\Delta E_{2 \mathrm{~A}}{ }^{\ddagger}$ is $35 \mathrm{~kJ} \mathrm{~mol}^{-1}$ (Table 2) for a single ancillary methanol on the addition step of the stepwise mechanism.

A similar analysis follows for catalysis of the stepwise mechanism by two ancillary methanols. The potential energy

Table 2. Analysis of the Effect of the Number $N$ of Ancillary Methanol Molecules upon the Relative Energy Barriers ( $\mathrm{kJ} \mathrm{mol}^{-1}$ ) for the Stepwise and Concerted Mechanisms

| $N=$ | addition |  |  | concerted |  |  | elimination |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | 0 | 1 | 2 | 0 | 1 | 2 |
| $\Delta E_{\text {core }}{ }^{\ddagger}$ | 173 | 173 | 173 | 172 | 172 | 172 | 155 | 155 | 155 |
| $\Delta E_{\text {distortion }}{ }^{\ddagger}$ | 0 | 63 | 16 | 0 | 101 | 268 | 0 | 40 | 93 |
| $\Delta E_{\text {binding }}{ }^{\ddagger}$ | 0 | -98 | -64 | 0 | -95 | -266 | 0 | -76 | -120 |
| $\Delta E_{\text {total }}{ }^{\ddagger}$ | 173 | 138 | 125 | 172 | 178 | 174 | 155 | 119 | 129 |
| $\Delta E_{\text {catalysis }}{ }^{\ddagger}$ |  | -35 | -48 |  | +6 | +2 |  | -36 | -26 |

barrier $\Delta E_{3 A}{ }^{\ddagger}$ for the addition step involving a total of three methanols ( $\mathbf{1 2} \boldsymbol{\rightarrow}$ TS7, upper right of Figure 4) may be expressed by eq 2 .

$$
\begin{equation*}
\Delta E_{3 \mathrm{~A}}^{\ddagger}=\Delta E_{1 \mathrm{~A}}^{\ddagger}-\Delta E_{\mathrm{b}}^{\mathrm{R}^{\prime \prime}}-\Delta E_{\mathrm{d}}^{\mathrm{R}^{\prime \prime}}+\Delta E_{\mathrm{b}}^{\mathrm{T}^{\prime \prime}}+\Delta E_{\mathrm{d}}^{\mathrm{T}^{\prime \prime}} \tag{2}
\end{equation*}
$$

$\Delta E_{\mathrm{b}} \mathrm{R}^{\prime \prime}$ and $\Delta E_{\mathrm{b}} \mathrm{T}^{\prime \prime \prime}$ are the respective binding energies ( -129 and $-193 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ) of two additional methanols $(\mathbf{2}+\mathbf{2})$ with species $\mathbf{4 ( 1 2 )}$ and $\mathbf{4 ( T S 7 )}$, which are the distorted core fragments $\mathbf{4}$ as found in reactant complex $\mathbf{1 2}$ and transition structure TS7. $\Delta E_{\mathrm{d}}^{\mathrm{R}^{\prime \prime}}$ and $\Delta E_{\mathrm{d}}^{\mathrm{T}^{\prime \prime}}$ are the corresponding respective distortion energies ( 14 and $30 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ) of those core fragments relative to 4 and TS1. The ancillary methanol dimer fragment, which again acts as both a hydrogen-bond acceptor and a hydrogen-bond donor, also has a much stronger interaction with the distorted core in TS7 than in 12 because of the greater dipolar character that develops as the nucleophilic addition proceeds; the dipole moment of the core fragment increases from 3.33 d in $\mathbf{4 ( 1 2 )}$ to 4.50 d in 4(TS7). The distortion energy of the core from TS1 to TS4 is greater than that from 4 to $\mathbf{4 ( 1 2 )}$. The difference $\Delta E_{\mathrm{b}} \mathrm{T}^{\prime \prime}$ $-\Delta E_{\mathrm{b}} \mathrm{R}^{\prime \prime}=-64 \mathrm{~kJ} \mathrm{~mol}^{-1}$ is the contribution to catalysis from the interaction of the reacting core with two ancillary methanols serving bifunctionally as a catalytic dimer. This amount is offset by the difference $\Delta E_{\mathrm{d}} \mathrm{T}^{\prime \prime}-\Delta E_{\mathrm{d}} \mathrm{R}^{\prime \prime}=+16 \mathrm{~kJ}$ $\mathrm{mol}^{-1}$, the net distortion energy for the core to attain the necessary geometry to realize its increased interaction with the catalyst. The net catalytic effect $\Delta E_{1 \mathrm{~A}^{\ddagger}}{ }^{\ddagger} \Delta E_{3 \mathrm{~A}}{ }^{\ddagger}$ is 48 kJ $\mathrm{mol}^{-1}$ (Table 2) for two ancillary methanols on the addition step of the stepwise mechanism.

In like manner, the effects of either one (lower left) or two (upper left of Figure 4) ancillary methanols on the concerted mechanism may be analyzed in terms of the potential energies of distortion of the core and of binding to it. Now $\Delta E_{\mathrm{b}}{ }^{\mathrm{T}^{\prime}}$ is the binding energy ( $-166 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ) of one additional methanol 2 with species 4 (TS6), which is the distorted core $\mathbf{4}$ as found in TS6, and $\Delta E_{\mathrm{d}}^{\mathrm{T}^{\prime}}$ is the distortion energy ( $113 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ) of the core relative to TS3. The difference $\Delta E_{\mathrm{b}} \mathrm{T}^{\prime}-\Delta E_{\mathrm{b}} \mathrm{R}^{\prime}=-95 \mathrm{~kJ} \mathrm{~mol}{ }^{-1}$ is the apparent contribution to catalysis from the interaction of the reacting core with one ancillary methanol. However, this amount is more than offset by the difference $\Delta E_{\mathrm{d}}{ }^{\mathrm{T}^{\prime}}-\Delta E_{\mathrm{d}} \mathrm{R}^{\prime}=+101$ $\mathrm{kJ} \mathrm{mol}^{-1}$, the net distortion energy. The difference $\Delta E_{1 \mathrm{C}^{\ddagger}}-$ $\Delta E_{2 C^{\ddagger}}=+6 \mathrm{~kJ} \mathrm{~mol}^{-1}$ shows that a single ancillary methanol actually increases the barrier for the concerted mechanism.

The binding energy $\Delta E_{\mathrm{b}}^{\mathrm{T}^{\prime \prime}}\left(-395 \mathrm{~kJ} \mathrm{~mol}^{-1}\right)$ of two methanols with $\mathbf{4}$ (TS9) is clearly very large but so also is
the distortion energy $\Delta E_{\mathrm{d}} \mathrm{T}^{\prime \prime}\left(283 \mathrm{~kJ} \mathrm{~mol}^{-1}\right)$ of the core relative to TS3. The apparent contribution to catalysis is the difference $\Delta E_{\mathrm{b}} \mathrm{T}^{\prime \prime}-\Delta E_{\mathrm{b}}^{\mathrm{R}^{\prime \prime}}=-266 \mathrm{~kJ} \mathrm{~mol}^{-1}$, which is almost exactly balanced by the net distortion energy $\Delta E_{\mathrm{d}}{ }^{\mathrm{T}^{\prime \prime}}-\Delta E_{\mathrm{d}} \mathrm{R}^{\prime \prime}$ $=+268 \mathrm{~kJ} \mathrm{~mol}^{-1}$; the difference $\Delta E_{1 \mathrm{C}^{\ddagger}}-\Delta E_{3 \mathrm{C}^{\ddagger}}=+2 \mathrm{~kJ}$ $\mathrm{mol}^{-1}$ shows that two ancillary methanols do not serve to catalyze the concerted mechanism. Two extra methanols stabilize the reacting core for the concerted mechanism much more than one extra methanol stabilizes it because the dipole moment in $\mathbf{4}$ (TS9) is much larger than that in $\mathbf{4}$ (TS6) (4.70 d vs 3.82 d ). In contrast, for the addition step, two extra methanols stabilize the reacting core less well than one extra methanol because the dipole moment in $\mathbf{4}$ (TS7) is smaller than that in $\mathbf{4}(\mathbf{T S} 4)$ ( 4.50 d vs 4.77 d ). However, the distortion energy incurred by the reacting core in order to benefit from the favorable energy of binding to one or two extra methanols is dramatically larger for the concerted mechanism than for the addition step of the stepwise mechanism.

The far right of Figure 4 shows the distortion and binding energies for the elimination step of the stepwise mechanism, which may be instructively compared with those for the concerted mechanism. It is evident from Figure 1 that TS2 and TS3 differ only in respect to which oxygen atom $\left(\mathrm{O}_{\mathrm{c}}\right.$ or $\mathrm{O}_{\mathrm{nu}}$ ) is partially bonded to $\mathrm{H}_{\mathrm{nu}}$; TS5 and TS6 are similarly related, and so also are TS8 and TS9. The binding energy $\left(-147 \mathrm{~kJ} \mathrm{~mol}^{-1}\right)$ of one additional methanol 2 with species 4 (TS5) is a little less than with $\mathbf{4}$ (TS6), but the distortion energy ( $52 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ) to reach $\mathbf{4 ( T S 5 )}$ from TS2 for the elimination step is markedly lower than that to reach 4(TS6) from TS3 for the concerted mechanism ( $113 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ). Similarly, while the binding energy ( $-249 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ) of two additional methanols with 4(TS8) (dipole moment 1.57 d ) is smaller than with $\mathbf{4 ( T S 9 )}$ (dipole moment 4.70 d ), the distortion energy ( $107 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ) to obtain 4(TS8) from TS2 is much lower than the $283 \mathrm{~kJ} \mathrm{~mol}^{-1}$ required to obtain 4(TS9) from TS3. Consequently, the net catalytic effects $\Delta E_{1 \mathrm{E}^{\ddagger}}-\Delta E_{2 \mathrm{E}^{\ddagger}}=36 \mathrm{~kJ} \mathrm{~mol}^{-1}$ for one ancillary methanol and $\Delta E_{1 \mathrm{E}^{\ddagger}}-\Delta E_{3 \mathrm{E}^{\ddagger}}=26 \mathrm{~kJ} \mathrm{~mol}{ }^{-1}$ for two ancillary methanols cause significant reductions in the barrier heights for the elimination step of the stepwise mechanism.

The bottom line of this analysis is that for the stepwise mechanism the binding energy of the transition state (relative to reactants) is always greater than the distortion energy of the transition state (relative to reactants) for interaction with either one or two ancillary methanols. In contrast, for the concerted mechanism, the binding energy of the transition state (relative to the reactants) is cancelled out by the distortion energy of the transition state (relative to the reactants) for interaction with either one or two ancillary methanols. Thus, the ancillary methanols generate catalysis for the stepwise mechanism but not for the concerted mechanism.

TS Geometries and Charge Changes. Just as in the previous section interactions between the reacting core and the catalyst were analyzed in terms of distortion and binding, so also may the barrier for the uncatalyzed reaction be decomposed. Thus, the $173 \mathrm{~kJ} \mathrm{~mol}^{-1}$ potential energy barrier for the addition step may be broken down into three

Table 3. Selected B3LYP/6-31G*-Optimized TS Bond Lengths ( $\AA$ ) and Bond Angles (Degrees) for Methanolysis of $\epsilon$-Caprolactone in a Vacuum

| $\begin{gathered} \hline \begin{array}{c} \# \\ \mathrm{MeOH} \end{array}, ~ \end{gathered}$ | species | $\begin{gathered} \mathrm{O}_{\mathrm{nu}}- \\ \mathrm{C}_{\mathrm{c}} \end{gathered}$ | $\begin{aligned} & \hline \mathrm{C}_{\mathrm{c}}- \\ & \mathrm{O}_{\mathrm{lg}} \end{aligned}$ | $\begin{aligned} & \mathrm{C}_{\mathrm{C}}= \\ & \mathrm{O}_{\mathrm{c}} \end{aligned}$ | $\begin{gathered} \mathrm{O}_{\text {nu }}- \\ \mathrm{H}_{\mathrm{nu}} \end{gathered}$ | $\begin{aligned} & \mathrm{O}_{\mathrm{C}}- \\ & \mathrm{H}_{\text {nu }} \end{aligned}$ | $\begin{aligned} & \hline \mathrm{O}_{19}-\mathrm{H}_{\text {nul }} \\ & \mathrm{O}_{\mathrm{Ig}}-\mathrm{H}_{\mathrm{a}}{ }^{\text {ad }} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\epsilon$-CL 1 |  | 1.361 | 1.208 |  |  |  |
|  | $\mathrm{CH}_{3} \mathrm{OH} 2$ |  |  |  | 0.969 |  |  |
|  | addition TS1 | 1.883 | 1.343 | 1.308 | 1.291 |  | 1.183 |
|  | elimination TS2 | 1.336 | 1.887 | 1.312 |  | 1.173 | 1.290 |
|  | concerted TS3 | 1.802 | 1.804 | 1.189 | 1.201 |  | 1.216 |
| 2 | addition TS4 | 1.819 | 1.350 | 1.288 | 1.266 | 1.208 | 1.243 |
|  | elimination TS5 | 1.355 | 1.814 | 1.297 |  |  | 1.234 |
|  | concerted TS6 | 1.733 | 1.723 | 1.201 | 1.230 |  | 1.218 |
| 3 | addition TS7 | 1.853 | 1.355 | 1.287 | 1.241 | 1.325 | 1.183 |
|  | elimination TS8 | 1.385 | 1.738 | 1.283 |  |  | 1.300 |
|  | concerted TS9 | 1.598 | 1.572 | 1.239 | 1.576 |  | 1.400 |

components: $32 \mathrm{~kJ} \mathrm{~mol}^{-1}$ to dissociate the $\epsilon$ - CL and nucleophilic methanol fragments as found in the reactant complex 4, $198 \mathrm{~kJ} \mathrm{~mol}^{-1}$ to distort these fragments to the geometry they have in TS1, and $-58 \mathrm{~kJ} \mathrm{~mol}^{-1}$ to reassociate these fragments to form TS1. The distortion energy is the sum of $61 \mathrm{~kJ} \mathrm{~mol}^{-1}$ for $\epsilon-\mathrm{CL}$ and $137 \mathrm{~kJ} \mathrm{~mol}^{-1}$ for the methanol. The primary cause for the large distortion energy of the nucleophile is the significant stretching of the $\mathrm{O}_{\mathrm{nu}}-$ $\mathrm{H}_{\mathrm{nu}}$ bond from 0.969 to $1.291 \AA$ (Table 3). The $\mathrm{C}_{\mathrm{c}}-\mathrm{O}_{\mathrm{lg}}$ bond is shorter, and the $\mathrm{C}_{\mathrm{c}}=\mathrm{O}_{\mathrm{c}}$ bond longer, in TS1 than in $\epsilon$-CL, and the sum of the three angles $\mathrm{CC}_{\mathrm{c}} \mathrm{O}_{\mathrm{lg}}, \mathrm{O}_{\mathrm{lg}} \mathrm{C}_{\mathrm{c}} \mathrm{O}_{\mathrm{c}}$, and $\mathrm{CC}_{\mathrm{c}} \mathrm{O}_{\mathrm{c}}$ around the carbonyl $\mathrm{C}_{\mathrm{c}}$ atom decreases from $360^{\circ}$ in the trigonal planar lactone to $353^{\circ}$ in the partly pyramidalized TS for the addition step. In contrast, the $\epsilon$-CL distortion required to reach TS3 for the concerted mechanism is much larger ( $178 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ): this is due to the very considerable lengthening of the $\mathrm{C}_{\mathrm{c}}-\mathrm{O}_{\lg }$ bond (from 1.361 to $1.804 \AA$ ) and a greater degree of pyramidalization (to $349^{\circ}$ ) in TS3. The distortion energy of the methanol in the concerted mechanism is only $86 \mathrm{~kJ} \mathrm{~mol}^{-1}$ since the $\mathrm{O}_{\mathrm{nu}}-\mathrm{H}_{\mathrm{nu}}$ bond is stretched much less in TS3 than in TS1. The association energy between the distorted $\epsilon$-CL and methanol fragments to form TS3 for the concerted mechanism is more favorable $\left(-125 \mathrm{~kJ} \mathrm{~mol}^{-1}\right)$ than for the addition step of the stepwise mechanism, because the distorted $\epsilon$-CL involves greater charge separation in the highly stretched $\mathrm{C}_{\mathrm{c}}-\mathrm{O}_{\lg }$ bond.

The $\mathrm{O}_{\mathrm{nuc}} \mathrm{C}_{\mathrm{c}} \mathrm{O}_{\mathrm{c}}$ angle in the four-membered ring of TS1 is $86^{\circ}$, and the $\mathrm{O}_{\mathrm{nu}} \mathrm{H}_{\mathrm{nu}} \mathrm{O}_{\mathrm{c}}$ angle is $128^{\circ}$ (Table 4). Correspondingly, the $\mathrm{O}_{\mathrm{nuc}} \mathrm{C}_{\mathrm{c}} \mathrm{O}_{\mathrm{lg}}$ angle is more acute ( $78^{\circ}$ ) in TS 3 , whereas the $\mathrm{O}_{\mathrm{nu}} \mathrm{H}_{\mathrm{nu}} \mathrm{O}_{\mathrm{lg}}$ angle is more obtuse $\left(137^{\circ}\right)$. These elements of angle strain are subsumed into the association energy of the distorted $\epsilon$-CL and methanol fragments to form the respective TSs: less strain in these interfragment angles is reflected in a more favorable association energy.

Expansion from the four-membered TS1 to the sixmembered TS4 for the addition step leads to an increase in the $\mathrm{O}_{\mathrm{nu}} \mathrm{C}_{\mathrm{c}} \mathrm{O}_{\mathrm{c}}$ angle from $86^{\circ}$ to $101^{\circ}$, and the $\mathrm{C}_{\mathrm{c}}=\mathrm{O}_{\mathrm{c}}$ and $\mathrm{O}_{\mathrm{nu}} \mathrm{H}_{\mathrm{nu}}$ bonds are less stretched. These geometrical changes, which one might think would reduce strain in the TS, are nevertheless part of the unfavorable distortion energy from TS1 to 4(TS4) (Table 2). However this distortion involves not only geometrical factors but also changes in the charge distribution (Table 5). The $\mathrm{O}_{n u} \mathrm{H}_{n u} \mathrm{O}_{\mathrm{a}}$ and $\mathrm{O}_{\mathrm{a}} \mathrm{H}_{\mathrm{a}} \mathrm{O}_{\mathrm{c}}$ hydrogen-

Table 4. Selected B3LYP/6-31G*-Optimized TS Bond Angles (Degrees) for the Methanolysis of $\epsilon$-Caprolactone in a Vacuum

| \# MeOH | species | $\mathrm{O}_{\mathrm{nu}} \mathrm{C}_{\mathrm{c}} \mathrm{O}_{\mathrm{c}}$ | $\mathrm{O}_{\mathrm{nu}} \mathrm{C}_{\mathrm{c}} \mathrm{O}_{\mathrm{lg}}$ | $\mathrm{O}_{\mathrm{c}} \mathrm{C}_{\mathrm{c}} \mathrm{O}_{\mathrm{lg}}$ | $<\mathrm{OHO}>$ | $\Sigma \mathrm{C}_{\mathrm{c}}$ |
| :---: | :--- | ---: | ---: | ---: | ---: | ---: |
| 1 | $\epsilon$-CL (1) |  |  | 118 |  | 360 |
|  | addition TS1 | 86 | 110 | 114 | 128 | 353 |
|  | elimination TS2 | 120 | 106 | 85 | 126 |  |
| 2 | concerted TS3 | 115 | 78 | 111 | 137 | 349 |
|  | addition TS4 | 102 | 102 | 114 | 157 | 348 |
|  | elimination TS5 | 117 | 102 | 101 | 158 |  |
| 3 | concerted TS6 | 113 | 93 | 111 | 156 | 344 |
|  | addition TS7 | 106 | 101 | 111 | 171 | 349 |
|  | elimination TS8 | 119 | 103 | 104 | 168 |  |
|  | concerted TS9 | 112 | 97 | 110 | 170 | 338 |

Table 5. Selected B3LYP/6-31G* Natural Population
Analysis (NBO) TS Atomic Charges for the Methanolysis of $\epsilon$-Caprolactone in a Vacuum

bond angles are relaxed from $128^{\circ}$ to an average value of $157^{\circ}$, a change that should also reduce strain; this contribution is subsumed into the interaction energy (Table 2) between the distorted core and an (undistorted) ancillary methanol. Further expansion of the hydrogen-bonded cyclic system to an eight-membered ring by inclusion of the second ancillary methanol in TS7 causes an additional reduction in $\mathrm{O}_{n u} \mathrm{H}_{n u}$ bond stretching and further relaxation of the $\mathrm{O}_{n u} \mathrm{C}_{\mathrm{c}} \mathrm{O}_{\mathrm{c}}$ angle (to $106^{\circ}$ ) and the average OHO hydrogen-bond angle (to $171^{\circ}$ ).

Adding the ancillary methanols to the concerted mechanism expands the four-membered ring in TS3 first to a sixmembered ring in TS6 and then to an eight-membered ring in TS9. The trends in the bond angles are very similar to those described for the addition step and, therefore, do not provide an explanation for the lack of catalysis by the additional methanol molecules. However, although there is a marked decrease in the $\mathrm{C}_{\mathrm{c}}-\mathrm{O}_{\lg }$ bond length, there are also very significant increases in the $\mathrm{C}_{\mathrm{c}}=\mathrm{O}_{\mathrm{c}}$ and $\mathrm{O}_{\mathrm{nu}} \mathrm{H}_{\mathrm{nu}}$ bond lengths as the hydrogen-bonded connection between $\mathrm{O}_{\mathrm{nu}}$ and $\mathrm{O}_{\mathrm{c}}$ expands. The $\mathrm{C}_{\mathrm{c}}=\mathrm{O}_{\mathrm{c}}$ stretching is accompanied by an increase in electronic charge upon $\mathrm{O}_{\mathrm{c}}$ (Table 5), even though

## Chart 2


this degree of freedom does not contribute to the reaction coordinate. The extra methanol molecules are unable to stabilize this negative charge buildup on $\mathrm{O}_{\mathrm{c}}$ since they are hydrogen-bonded to the "wrong" atom, $\mathrm{O}_{\mathrm{nu}}$.

In contrast, ring expansion in TS2, TS5, and TS8 for the elimination step leads to decreases in the $\mathrm{C}_{\mathrm{c}}-\mathrm{O}_{\mathrm{lg}}$ and $\mathrm{C}_{\mathrm{c}}=$ $\mathrm{O}_{\mathrm{c}}$ bond lengths and increases in the $\mathrm{O}_{\mathrm{c}} \mathrm{C}_{\mathrm{c}} \mathrm{O}_{\mathrm{lg}}$ and average OHO angles, with consequent reductions in strain. There is a slight increase in negative charge on $\mathrm{O}_{\mathrm{c}}$, but this is directly involved in the hydrogen-bonding interactions linking this atom with $\mathrm{O}_{\mathrm{lg}}$.

One might speculate as to the possible catalytic effect of a third ancillary methanol. In the light of the results discussed above for one and two methanols, to extend the size of a hydrogen-bonded ring system further from 6 to 8 to 10 would probably not be the most effective strategy. Instead, it might be preferable to deploy the extra methanol in a second hydrogen-bonded ring, as shown in Chart 2. This arrangement would ensure that any negative charge increase on $\mathrm{O}_{c}$ would be stabilized by bonding interactions with $\mathrm{H}_{\mathrm{b}}$, either covalently in the intermediate of a stepwise mechanism or noncovalently in a concerted mechanism.

Orbital Interactions. Nucleophilic addition to the carbonyl group of $\epsilon$-CL requires overlap between a lone-pair orbital $n_{\mathrm{O}}$ on $\mathrm{O}_{\mathrm{nu}}$ and the antibonding $\pi^{*}\left(\mathrm{C}_{\mathrm{c}}=\mathrm{O}_{\mathrm{c}}\right)$ orbital, with a consequent preference for approach along the BürgiDunitz trajectory, roughly perpendicular to the plane of the lactone, and ideally close to the tetrahedral angle for $\mathrm{O}_{\mathrm{nu}} \mathrm{C}_{\mathrm{c}} \mathrm{O}_{\mathrm{c}}$. Expansion of the cyclic TS by the inclusion of two ancillary methanol molecules allows this geometry to be adopted, with $\mathrm{O}_{\mathrm{nu}} \mathrm{C}_{\mathrm{c}} \mathrm{O}_{\mathrm{c}}$ increasing from $86^{\circ}$ in TS1 to $106^{\circ}$ in TS7, while keeping $\mathrm{O}_{\mathrm{nu}}$ away from $\mathrm{O}_{\mathrm{lg}}$ at a respectable angle of $101^{\circ}$. On the other hand, nucleophilic substitution at $\mathrm{C}_{\mathrm{c}}$ requires overlap between $\mathrm{n}_{\mathrm{O}}$ on $\mathrm{O}_{\mathrm{nu}}$ and the antibonding $\sigma^{*}\left(\mathrm{C}_{\mathrm{c}}-\mathrm{O}_{\mathrm{lg}}\right)$ orbital, with a strong preference for a collinear alignment of $\mathrm{O}_{\mathrm{nu}}$ with the $\mathrm{C}_{\mathrm{c}}-\mathrm{O}_{\mathrm{lg}}$ bond. In practice, steric constraints and the necessity of transferring a proton from $\mathrm{O}_{\mathrm{nu}}$ to $\mathrm{O}_{\mathrm{lg}}$ together do not permit the $\mathrm{O}_{\mathrm{nu}} \mathrm{C}_{\mathrm{c}} \mathrm{O}_{\mathrm{lg}}$ angle to adopt a value anyway close to $180^{\circ}$ : the best that can be achieved is $78^{\circ}$ in $\mathbf{T S 3}$, increasing to $97^{\circ}$ in TS9. In a planar lactone, the $\pi^{*}\left(\mathrm{C}_{\mathrm{c}}=\right.$ $\left.\mathrm{O}_{\mathrm{c}}\right)$ and $\sigma^{*}\left(\mathrm{C}_{\mathrm{c}}-\mathrm{O}_{\mathrm{lg}}\right)$ orbitals are orthogonal, but any distortion away from planarity allows the two orbitals to mix. Thus, any development of overlap between $\mathrm{n}_{\mathrm{O}}$ and $\sigma^{*}\left(\mathrm{C}_{\mathrm{c}}-\mathrm{O}_{\mathrm{lg}}\right)$ is inevitably accompanied by overlap between $\mathrm{n}_{\mathrm{O}}$ and $\pi^{*}\left(\mathrm{C}_{\mathrm{c}}=\right.$ $\mathrm{O}_{c}$ ) with consequent lengthening of the $\mathrm{C}_{\mathrm{c}}=\mathrm{O}_{\mathrm{c}}$ bond and an accumulation of electron density on $\mathrm{O}_{\mathrm{c}}$. This might possibly be avoided if the nucleophilic attack could be decoupled from the proton transfer, but this would require a different type of catalyst.

## Conclusions

Stepwise addition/elimination and concerted mechanisms for methanolysis of $\epsilon$-caprolactone have been investigated computationally as a model for ROP, with assistance from one or two ancillary methanol molecules. The effects of specific solvation by these extra methanols in cyclic hydrogen-bonded clusters are very significant, whereas the effects of bulk solvation as treated by the PCM method are almost negligible. Increasing the ring size lowers the barriers for both the addition and elimination steps of the stepwise mechanism but does not do so for the concerted mechanism; a stepwise mechanism is therefore preferred for methanol-assisted ROP. This is because for the stepwise mechanism the intrinsic binding-energy of the reacting core with the catalyst in the transition state (relative to reactants) is always greater than the distortion energy of those core fragments in the transition state (relative to reactants) for interaction with either one or two ancillary methanols. In contrast, for the concerted mechanism, the intrinsic binding-energy term is cancelled out by the distortion energy term for interaction with either one or two ancillary methanols. The distortion energies are large in the transition states for the concerted mechanism because the geometry required in order for nucleophilic addition to occur simultaneously with proton transfer to the leaving group forces electronic charge onto the carbonyl oxygen, even though this is not part of the reaction coordinate. Thus, the ancillary methanols generate catalysis for the stepwise mechanism but not for the concerted mechanism. The essential role of a catalyst is to avoid unfavorable accumulation or separation of charges. The key requirement for catalyst design is to avoid an unfavorable buildup of charge. It may be noted that the oxyanion hole of serine proteases fulfills this requirement for the enzymic catalysis of biological acyl transfer reactions.

Acknowledgment. We are grateful to the EPSRC and Johnson Matthey for a CASE studentship to N.B. and to the EPSRC National Service for Computational Chemistry Software (http://www.nsccs.ac.uk) for the provision of computer resources.

Supporting Information Available: Coordinates, total energies, zero-point energies for all optimized structures, transition frequencies for transition structures, and full Gaussian citation. This material is available free of charge via the Internet at http://pubs.acs.org.

## References

(1) (a) Langer, R.; Vacanti, J. P. Science 1993, 260, 920. (b) Albertsson, A.-C.; Varma, I. K. Biomacromolecules 2003, 4, 1466-1486.
(2) (a) Dubois, P.; Ropsen, N.; Jérôme, R.; Teyssié, P. Macromolecules 1996, 27, 1965-1975. (b) Ovitt, T. M.; Coates, G. W. J. Am. Chem. Soc. 1999, 121, 4072-4082. (c) O’Keefe, B. J.; Hillmyer, M. A.; Tolman, W. B. J. Chem. Soc., Dalton Trans. 2001, 15, 2215-2224.
(3) Penczek, S.; Duda, A.; Libiszowski, J. Macromol. Symp. 1998, 128, 241-254.
(4) Lofgren, A.; Albertsson, A.-C.; Dubois, P.; Jerome, R.; Teyssie, P. Macromolecules 1994, 27, 5556-5562.
(5) Ropson, N.; Dubois, P.; Jerome, R.; Teyssie, P. Macromolecules 1995, 28, 7589-7598.
(6) Eguiburu, J. L.; Fernandez-Berridi, M. J.; Cossio, F. P.; San Roman, J. Macromolecules 1999, 32, 8252-8258.
(7) Dechy-Cabaret, O.; Martin-Vaca, B.; Bourissou, D. Chem. Rev. 2004, 104 (12), 6147-6176.
(8) Ryner, M.; Stridsberg, K.; Albertsson, A.-C.; von Schenck, H.; Svensson, M. Macromolecules 2001, 34, 3877-3881.
(9) Musaev, D. G.; Morokuma, K. J. Phys. Chem. 1996, 100, 6509-6517.
(10) For example: (a) Williams, I. H.; Spangler, D.; Femec, D. A.; Maggiora, G. M.; Schowen, R. L. J. Am. Chem. Soc. 1980, 102, 6619-6621. (b) Williams, I. H.; Maggiora, G. M.; Schowen, R. L. J. Am. Chem. Soc. 1980, 102, 78317839. (c) Williams, I. H.; Spangler, D.; Femec, D. A.; Maggiora, G. M.; Schowen, R. L. J. Am. Chem. Soc. 1983, 105, 31-40. (d) Williams, I. H. J. Am. Chem. Soc. 1987, 109, 6299-6307.
(11) Kallies, B.; Mitzner, R. J. Mol. Model. 1998, 4, 183-196.
(12) (a) Schmeer, G.; Sturm, P. Phys. Chem. Chem. Phys. 1999, 1, 1025-1030. (b) Yamabe, S.; Tsuchida, N.; Hayashida, Y. J. Phys. Chem. A 2005, 109, 7216-7224.
(13) (a) Venkatasubban, K. S.; Bush, M.; Ross, E.; Schultz, M.; Garza, O. J. Org. Chem. 1998, 63, 6115-6118. (b) Frasson, C. M. L.; Brandão, T. A. S.; Zucco, C.; Nome, F. J. Phys. Org. Chem. 2006, 19, 143-147.
(14) (a) Lee, C.; Yang, W.; Parr, R. G. Phys. Rev. B: Condens. Matter Mater. Phys. 1988, 37, 785-789. (b) Becke, A. D. J. Phys. Chem. 1993, 98, 5648-5652.
(15) Sinclair, P. E.; Catlow, R. A. J. Phys. Chem. B 1999, 103, 1084-1095.
(16) Guest, M. F.; Van Lenthe, J. H.; Schoffel, K.; Sherwood, P.; Harrison, R. J.; Amos, R. D.; Buenker, R. J.; Dupuis, M.; Handy, N. C.; Hillier, I. H.; Knowles, P. J.; BonacicKoutecky, V.; Von Niessen, W.; Saunders, V. R.; Stone, A. J. GAMESS-UK (1995-1997); Daresbury Laboratories: Warrington, U. K., 1997. The package is derived from the original GAMESS code due to M. Dupuis, D. Spangler, and J. J. Wendoloski.
(17) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, M. A.; Cheeseman, J. R.; Montgomery, J. A., Jr.;

Vreven, T.; Kudin, K. N.; Burant, J. C.; Millam, J. M.; Iyengar, S. S.; Tomasi, J.; Barone, V.; Mennucci, B.; Cossi, M.; Scalmani, G.; Rega, N.; Petersson, G. A.; Nakatsuji, H.; Hada, M.; Ehara, M.; Toyota, K.; Fukuda, R.; Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai, H.; Klene, M.; Li, X.; Knox, J. E.; Hratchian, H. P.; Cross, J. B.; Bakken, V.; Adamo, C.; Jaramillo, J.; Gomperts, R.; Stratmann, R. E.; Yazyev, O.; Austin, A. J.; Cammi, R.; Pomelli, C.; Ochterski, J. W.; Ayala, P. Y.; Morokuma, K.; Voth, G. A.; Salvador, P.; Dannenberg, J. J.; Zakrzewski, V. G.; Dapprich, S.; Daniels, A. D.; Strain, M. C.; Farkas, O.; Malick, D. K.; Rabuck, A. D.; Raghavachari, K.; Foresman, J. B.; Ortiz, J. V.; Cui, Q.; Baboul, A. G.; Clifford, S.; Cioslowski, J.; Stefanov, B. B.; Liu, G.; Liashenko, A.; Piskorz, P.; Komaromi, I.; Martin, R. L.; Fox, D. J.; Keith, T.; Al-Laham, M. A.; Peng, C. Y.; Nanayakkara, A.; Challacombe, M.; Gill, P. M. W.; Johnson, B.; Chen, W.; Wong, M. W.; Gonzalez, C.; Pople, J. A. Gaussian 03, revision C.02; Gaussian, Inc.: Wallingford, CT, 2004.
(18) Godbout, N.; Salahub, D. R.; Andzelm, J.; Wimmer, E. Can. J. Chem. 1992, 70, 560-571.
(19) (a) Cerjan, C. J.; Miller, W. H. J. Chem. Phys. 1981, 75, 2800-2806. (b) Simons, J.; Jørgensen, P.; Taylor, H.; Ozment, J. J. Phys. Chem. 1983, 87, 2745-2753. (c) Banerjee, A.; Adams, N.; Simons, J.; Shepard, R. J. Phys. Chem. 1985, 89, 52-57.
(20) Reed, A. E.; Weinstock, R. B.; Weinhold, F. J. Chem. Phys. 1985, 83, 735-746.
(21) Miertus, S.; Scrocco, E.; Tomasi, J. Chem. Phys. 1981, 55, 117-129.
(22) Williams, I. H.; Spangler, D.; Maggiora, G. M.; Schowen, R. L. J. Am. Chem. Soc. 1985, 107, 7717-7723.
(23) Williams, I. H. L'actualité chimique 1991, 27-31.
(24) Schowen, R. L. In Transition States of Biochemical Processes; Gandour, R. D., Schowen, R. L., Eds.; Plenum Press: New York, 1978.
(25) Williams, I. H. Bull. Soc. Chim. Fr. 1988, 192-198.
(26) (a) Henderson, R. J. Mol. Biol. 1970, 54, 341-354. (b) Hedstrom, L. Chem. Rev. 2002, 102, 4501-4523.

CT600265C

# Generalized Born Model with a Simple, Robust Molecular Volume Correction 

John Mongan, ${ }^{\dagger, \ddagger, \S}$ Carlos Simmerling, ${ }^{\#}$ J. Andrew McCammon, ${ }^{\dagger, \S,\|,\|, \perp, \nabla}$ David A. Case, ${ }^{\S, \star}$ and Alexey Onufriev**<br>Bioinformatics Program, Medical Scientist Training Program, Center for Theoretical Biological Physics, Department of Chemistry and Biochemistry, and Department of Pharmacology, UC San Diego, La Jolla, California 92093-0365, Department of Chemistry and Center for Structural Biology, Stony Brook University, Stony Brook, New York 11794-3400, Howard Hughes Medical Institute, Department of Molecular Biology, The Scripps Research Institute, La Jolla, California 92037, and Departments of Computer Science and Physics, Virginia Tech, Blacksburg, Virginia 24060

Received March 3, 2006


#### Abstract

Generalized Born (GB) models provide a computationally efficient means of representing the electrostatic effects of solvent and are widely used, especially in molecular dynamics (MD). A class of particularly fast GB models is based on integration over an interior volume approximated as a pairwise union of atom spheres-effectively, the interior is defined by a van der Waals rather than Lee-Richards molecular surface. The approximation is computationally efficient but, if uncorrected, allows for high dielectric (water) regions smaller than a water molecule between atoms, leading to decreased accuracy. Here, an earlier pairwise GB model is extended by a simple analytic correction term that largely alleviates the problem by correctly describing the solvent-excluded volume of each pair of atoms. The correction term introduces a free energy barrier to the separation of nonbonded atoms. This free energy barrier is seen in explicit solvent and Lee-Richards molecular surface implicit solvent calculations but has been absent from earlier pairwise GB models. When used in MD, the correction term yields protein hydrogen bond length distributions and polypeptide conformational ensembles that are in better agreement with explicit solvent results than earlier pairwise models. The robustness and simplicity of the correction preserves the efficiency of the pairwise GB models while making them a better approximation to reality.


## 1. Introduction

The effects of aqueous solvent are critical to the structure and function of biological macromolecules. Commonly,

[^19]solvent is represented explicitly, by models of multiple water molecules, or implicitly, by a high dielectric region and additional apolar solvation terms. Although explicit solvent is a more physically rigorous representation, implicit solvent models have the advantage of dramatically reducing the degrees of freedom that must be sampled by eliminating those associated with the solvent. Additionally, implicit solvent models are often more computationally efficient than their explicit counterparts.

The solvation effects can be described by $\Delta G_{\text {solv }}$ : the free energy of transferring a given configuration of a molecule from vacuum to solvent. To facilitate calculation of $\Delta G_{\text {solv }}$, it is typically decomposed into polar and nonpolar compo-
nents: $\Delta G_{\text {solv }}=\Delta G_{\text {pol }}+\Delta G_{\text {nonpol }}$. Here, $\Delta G_{\text {nonpol }}$ is the free energy of introducing the solute molecule into solvent while electrostatic interactions between the solute and solvent are turned off, and $\Delta G_{p o l}$ is the free energy change in the system resulting from turning these electrostatic interactions back on. In this work, the focus is on methods for calculating $\Delta G_{p o l}$.

Assuming that the solvent can be faithfully represented by a continuum dielectric region, the Poisson-Boltzmann (PB) equation is the most physically correct method of determining $\Delta G_{p o l}$ and has been widely used over the past decade. ${ }^{1-7}$ Application of PB to molecular geometries requires numerical solution of second-order partial differential equations, which is fairly computationally intensive and does not easily yield forces, although recent advances in PB methodology have improved the situation somewhat. ${ }^{1,8-10}$ Alternatively, generalized Born (GB) models have become popular as a computationally efficient approximation to numerical solutions of the PB equation, ${ }^{6,11-23}$ especially for use in dynamics. ${ }^{24-34}$

GB models evaluate polar solvation free energy as a sum of pairwise interaction terms between atomic charges. When the solute dielectric is 1 and the solvent dielectric is much greater than that of the solute, ${ }^{35}$ the interactions can be accurately described by an analytical function first proposed by Still et al. ${ }^{12}$ that interpolates between the Coulombic limit at long distances and the Born or Onsager limits at small distances

$$
\begin{equation*}
\Delta G_{p o l} \approx \Delta G_{G B}=-\frac{1}{2} \sum_{i, j} \frac{q_{i} q_{j}}{\sqrt{r_{i j}^{2}+R_{i} R_{j} \exp \left(\frac{-r_{i j}^{2}}{4 R_{i} R_{j}}\right)}}\left(1-\frac{1}{\epsilon_{\mathrm{w}}}\right) \tag{1}
\end{equation*}
$$

where $r_{i j}$ is the distance between atoms $i$ and $j, q_{i}$ and $q_{j}$ are partial charges, and $\epsilon_{w}$ is the dielectric constant of the solvent. The key parameters in this GB function are the effective radii of the interacting atoms, $R_{i}$ and $R_{j}$, which represent each atom's degree of burial within the solute. More specifically, the effective radius of an atom is defined as the radius of a corresponding spherical ion having the same $\Delta G_{p o l}$ as the self-energy of this atom in the molecule. The self-energy is the polar solvation free energy for the molecule with partial charges set to zero for all atoms except the atom of interest. The effective radius of an atom is larger than the intrinsic radius of its atom sphere because of the descreening effects of surrounding atoms, reducing the extent to which the atom charge is screened by solvent. A computationally inefficient but theoretically interesting method for determining effective radii is to derive them from self-energies calculated using well-converged numerical PB solutions. When these "perfect" effective radii are used, GB results are in close agreement with PB results, ${ }^{36}$ which serve as a natural point of reference for assessing the accuracy of GB, since current GB models are an approximation to the more fundamental formalism of the PB equation. Although this form of GB is impractical for application, it suggests that in aqueous solution the GB function introduced by Still et al. has so far
been a minor source of error compared with the error introduced by nonperfect methods for estimating effective radii. Consequently, considerable effort has been spent on improving the way effective Born radii are computed.

In practice, effective radii for each atom are generally calculated by integration of an approximate electric field density due to the atom of interest over some definition of the molecule's volume, , ${ }^{5,13,14,21,32,38}$ although formulations based on surface integrals have also been proposed. ${ }^{19,23}$ Here, we focus on volume-based GB models which have traditionally used a Coulomb field integral

$$
\begin{equation*}
I_{i}=\frac{1}{4 \pi} \int_{\Omega_{i}} \mathbf{r}^{-4} d^{3} \mathbf{r} \tag{2}
\end{equation*}
$$

where the origin is centered on atom $i$, and $\Omega_{i}$ represents the volume inside the molecule but outside atom $i$. The effective radius is then calculated according to

$$
\begin{equation*}
R_{i}=\left(\rho_{i}^{-1}-I_{i}\right)^{-1} \tag{3}
\end{equation*}
$$

where $\rho_{i}$ is the intrinsic radius of atom $i$. Within the Coulomb field approximation (CFA) embodied by the integral in eq 2, it is assumed that the electric field generated by an atomic point charge is unaffected by the nonhomogeneous dielectric environment created by the solute, so that the field has the form described by Coulomb's law. The CFA is exact for a point charge at the center of a spherical solute, but it overestimates effective radii for molecular geometries ${ }^{21}$ as well as for spherical regions when the charge is off center. ${ }^{39}$ Some of the success of early GB models on small molecules may be attributed to fortuitous cancellation of errors in effective radius calculations between the overestimates of a CFA based integrand and the underestimates of a van der Waals (VDW) based region of integration. ${ }^{32}$ Improved approximations based on empirical corrections to the CFA ${ }^{21,38,40}$ or theoretical derivations originating with the Kirkwood formula ${ }^{39,41}$ have significantly better agreement with effective radii calculated from PB self-energies.

The integration in eq 2 can be performed numerically ${ }^{12,19,21,38,40}$ or by an analytical pairwise approximation. ${ }^{13-15,32,33,37}$ GB methods based on analytically approximated integrals are easily extended to calculate solvation forces and are generally faster than their numerically integrated counterparts, ${ }^{42}$ so they have traditionally found greater application in dynamics.

Most pairwise approximations estimate the integral over a region formed by the union of atom spheres, which is equivalent to a VDW surface dielectric boundary. In calculating the effective radius for atom $i$, the contribution of every other atom $j \neq i$ to the integral is determined as a function of $\rho_{j}$ and the distance between atoms $i$ and $j$. Summation of these terms yields an overestimate of the total integral, due to overlap between descreening atoms. To correct for these overlaps, a multiplicative scaling factor, $S_{x}$, is introduced to reduce the intrinsic radius of each descreening atom.

In contrast, PB calculations generally use a Lee-Richards molecular surface dielectric boundary, defined by rolling a solvent sphere over the surface of the molecule. ${ }^{43}$ Although
there is no uniquely correct definition of the dielectric boundary, a van der Waals surface creates regions of interstitial high dielectrics that are smaller than a water molecule, while the molecular surface has the conceptually attractive advantage of excluding high dielectric from regions into which a water molecule is too large to fit. Differences between the molecular and VDW surface definitions are minimal for small molecules, where all atoms are well solvated, but become more substantial for macromolecules, where inclusion of interstitial high dielectrics in VDW-based models leads to overestimation of the solvation of interior atoms, relative to molecular surface results. ${ }^{44}$ This may partially explain why early GB models that had good results for small molecules were less effective when applied to macromolecules. ${ }^{26,32,37}$ Additionally, implicit solvent models that allow interstitial high dielectrics produce incorrect potentials of mean force between nonbonded atoms. ${ }^{44}$ However, it may not be practical to use the Lee-Richards molecular surface directly in a GB model as it is fairly computationally intensive and can produce unstable or infinite forces for some molecular configurations. ${ }^{1,9}$

Attempts to reduce or eliminate the problems of interstitial high dielectrics in GB models have followed two paths. One approach, embodied by the GBMV2 model developed by Lee et al., ${ }^{38}$ has been to use numerical integration with adaptations for calculating forces in combination with an analytic surface definition that closely approximates the properties of a molecular surface. A CFA correction term is also employed in the integration. This GB model yields stable dynamics while providing excellent agreement with PB LeeRichards molecular surface results. However, both the analytic surface definition and the numerical integration are relatively slow, such that the fastest PB models approach the performance of GBMV2. ${ }^{42}$ Furthermore, the reliance on numerical integration introduces artifacts, such as a lack of rotational invariance.

A different method ( $O B C \mathrm{~GB}$ ), developed by Onufriev, Bashford, and Case, ${ }^{32}$ sought to extend the pairwise integration method (HCT GB) of Hawkins, Cramer, and Truhlar ${ }^{13,14}$ to reduce the effect of interstitial high dielectrics. Based on the observation that effective radii for buried atoms are larger than for surface atoms, but still much smaller than PBderived "perfect" effective radii, this method modifies the radius calculation in eq 3 by rescaling the integral from eq 2 according to

$$
\begin{equation*}
R_{i}=\left(\tilde{\rho}_{i}^{-1}-\rho_{i}^{-1} \tanh \left(\alpha I \tilde{\rho}_{i}-\beta\left(I \tilde{\rho}_{i}\right)^{2}+\gamma\left(I \tilde{\rho}_{i}\right)^{3}\right)\right)^{-1} \tag{4}
\end{equation*}
$$

where $\tilde{\rho}_{i}=\rho_{i}-0.09 \AA$ and $\alpha, \beta$, and $\gamma$ are tunable parameters. When these parameters are set such that most radii are scaled up, the rescaled radii substantially improve agreement with PB solvation free energies, and the computational expense of the rescaling function is minimal so the efficiency of the Hawkins et al. model is retained. In addition, effective radii calculated with eq 4 are smoothly capped at about $30 \AA$, avoiding problems with numerical instability and negative radii that can be encountered when using eq 3 . However, by design, the rescaling function only affects atoms that are sufficiently buried that the interstitial high dielectrics


Figure 1. The neck region (shaded) is defined by the radius of atom $1, R_{1}$, the radius of atom $2, R_{2}$, the distance that separates them, $d$, and the radius of the solvent molecule, $R_{w}$. The coordinate system used for performing integration is also illustrated (see the Appendix).
can be accounted for in an averaged, geometry-independent manner. Uncompensated interstitial high dielectrics between more highly solvated surface atoms still affect solvation energies and potentials of mean force.

In this paper, we attempt to combine the best aspects of both of these efforts in development of a GB model that adds a geometrically based molecular volume correction term accounting for interstitial high dielectrics to the pairwise approximated integration method. Since the correction term is, itself, a computationally efficient pairwise approximation, the performance and numerical benefits of analytical GB models are retained.

The shortcomings of the CFA are now well-known, but rigorously derived non-CFA pairwise approximated GB models have only recently been described ${ }^{41}$ and their stability and performance have not yet been extensively tested on biomolecules, so the model described here extends the Coulomb field-based HCT GB model.

## 2. Theory

An ideal volume correction term for a GB model based on VDW volume and the CFA would yield the integral of $\mathbf{r}^{-4}$ over the region inside the Lee-Richards molecular surface and outside the van der Waals surface. This region is designated the correction region.

$$
\begin{equation*}
\int_{L R} \mathbf{r}^{-4} d^{3} \mathbf{r}=\int_{V D W} \mathbf{r}^{-4} d^{3} \mathbf{r}+\int_{\text {correction }} \mathbf{r}^{-4} d^{3} \mathbf{r} \tag{5}
\end{equation*}
$$

Since the $H C T$ GB integration scheme calculates the value of the integral within the van der Waals surface, adding this correction term would yield an integral over the region within the molecular surface. In the general case, the correction region cannot be analytically defined. However, in the simple case of two closely spaced or overlapping atoms, the correction region forms an analytically definable "neck" region between the two atoms, as seen in Figure 1. The general case of the correction region can be approximated by a union of these neck regions calculated pairwise between atoms. In the simplest form of this approximation, developed here, the integral for each atom includes corrections for only the neck regions in which the atom is directly involved. This simple form is a reasonably good approximation because the value of the integrand $\left(\mathbf{r}^{-4}\right)$ is much higher in the nearby


Figure 2. Values of numerical integration over the neck region (black) and analytical approximation (red) as a function of distance between atoms in angstroms. Left to right, top to bottom, radii (in angstroms) for atoms 1 and 2, respectively are 1.2 and 1.2; 1.2 and 1.7; 1.7 and 1.2; and 1.7 and 1.7.
neck regions with which the atom is directly involved than in the distant portions of the correction region formed by interactions between other pairs of atoms.

Figure 1 illustrates how the geometry of the neck region is defined by four parameters: the radii of the two atoms, $R_{1}$ and $R_{2}$; the radius of the solvent molecule, $R_{w}$; and the distance between the two atoms, $d$. Derivations of the expressions for the CFA integrals over the neck region are given in the Appendix. Although the integrands in these expressions are fairly simple, the limits of integration are sufficiently complex to make analytical solution of the integrals impractical. The problem is simplified by considering that in the GB model, parameters $R_{1}, R_{2}$, and $R_{w}$ have a relatively small set of discrete values (a single value, in the case of $R_{w}=1.4 \AA$ ), and so $d$ is the only parameter with continuous values. With this view in mind, the function in four variables described by these integrals can be evaluated as a family of single variable functions of $d$, with each function determined by a particular set of values for $R_{1}, R_{2}$, and $R_{w}$. These functions of $d$ can be plotted by solving the integrals numerically for a range of values of $d$, producing curves as shown in Figure 2.

Numerical solution of these integrals is far too computationally costly for application in a GB model. Instead, they are replaced with an empirically determined analytic function shown in eq 6

$$
\begin{equation*}
\text { neck_integral }(d)=\frac{m_{0}}{1+\left(d-d_{0}\right)^{2}+0.3\left(d-d_{0}\right)^{6}} \tag{6}
\end{equation*}
$$

This function is parametrized by the position $\left(d_{0}\right)$ and value ( $m_{0}$ ) of the maximum, which are determined by numeric optimization (maximization) of the integral of $\mathbf{r}^{-4}$ over the neck region of Figure 1. The values of $d_{0}$ and $m_{0}$ are dependent on $R_{1}, R_{2}$, and $R_{w}$, but since these variables have a small set of discrete values, tabulating all possible values of $d_{0}$ and $m_{0}$ is quite feasible (see Tables 3 and 4). As
illustrated in Figure 2, eq 6 is a very good approximation over the range of atomic radii typically encountered in biomolecules.

Applications of GB solvation models to dynamics require calculation of derivatives with respect to distance. Equation 6 is easily differentiated, yielding eq 7.

$$
\begin{equation*}
\text { neck_integral }(d)=-\frac{\left(2\left(d-d_{0}\right)+\frac{9}{5}\left(d-d_{0}\right)^{5}\right) m_{0}}{\left(1+\left(d-d_{0}\right)^{2}+\frac{3}{10}\left(d-d_{0}\right)^{6}\right)^{2}} \tag{7}
\end{equation*}
$$

Ideally, neck integrals would be calculated only between atoms that are close enough to define a neck region ( $d<$ $R_{1}+R_{2}+2 R_{w}$ ): beyond this distance the neck integral and its first derivative with respect to $d$ should be zero. However, the analytic approximation used here approaches zero asymptotically, and at $d=R_{1}+R_{2}+2 R_{w}$ its value is on the order of $10^{-3}$. Truncating the function at this point would create a discontinuity which could lead to unstable dynamics. A variety of techniques could be employed to smooth this discontinuity; we have taken the simplest approach of continuing to calculate the neck correction for $d>R_{1}+$ $R_{2}+2 R_{w}$ until $d$ is large enough that the value of the function is sufficiently small that the error of truncating it is on the order of rounding error.

The neck correction described by the integrals in the Appendix and approximated by eq 6 is exact for a system of two atoms, but in the usual case of a molecule with more than two atoms, a strict summation of neck integrals calculated pairwise between atoms will tend to overestimate the integral over the correction region. Overestimation of the integral is due to overlap of neck regions with atoms not participating in the neck as well as overlap with other neck regions and must be corrected by scaling the contributions to the total integral.

The GBn model (" $n$ " for neck) presented here takes a simple, two-step approach to scaling. First, each neck integral
value calculated in eq 6 is multiplied by a scaling factor $S_{\text {neck }}$ $\left(S_{\text {neck }}<1\right)$. Second, effective radii are calculated using eq 4 which provides descreening dependent scaling as well as numerical stabilization for large effective radii. The descreening dependent scaling of the second step helps to compensate for different molecular geometries, as the effective radii of more deeply buried (more descreened) atoms, which are involved in more necks and thus have more overlaps, can be scaled down to a greater degree than less buried atoms. It appeared likely that a more complex scaling procedure, such as one that employed multiple atom-type dependent values of $S_{n e c k}$, would yield a somewhat more accurate estimate of the molecular volume. However, our tests of such scaling procedures yielded insufficient improvements to justify addition of more free parameters to the model (results not shown); we believe this is because the quality of the current model is most severely constrained by the limitations of the CFA, rather than the simple scaling process described above.

The two-step scaling involves four parameters which must be optimized, $S_{\text {neck }}, \alpha, \beta$, and $\gamma$. Since the neck correction alone is expected to bring the integration volume closer to molecular volume, the optimal parameters of eq 4 are different from those used by the $O B C$ model. The key difference between $G B n$ and $O B C$ GB can be best illustrated by a diatomic system such as that in Figure 1: the $O B C$ model will produce correct effective radii for only one value of atom-atom separation distance (hence its "geometryindependence"), while the GBn model should calculate accurate radii for this simple system across the entire range of interatomic distances.

Additionally, it is necessary to refit the intrinsic radius scaling factors, $S_{x}$. Although formally the $S_{x}$ scaling factors merely correct overlaps, in practice they have been used as free parameters to optimize GB results for agreement with PB and experimental results. ${ }^{14,26}$ As a result, the sets of $S_{x}$ values used in the $H C T$ and $O B C$ GB models not only correct for atomic overlaps but also correct for some of the effects of the CFA and interstitial high dielectrics (to the extent that this is possible on an averaged, geometry independent basis). Since the $G B n$ model already accounts for interstitial high dielectrics with the neck term and has a different degree of CFA error due to the altered region of integration, it would clearly be inappropriate to use $S_{x}$ sets that were fit for VDW regions of integration with the $G B n$ model.

## 3. Results and Discussion

The ultimate goal of an implicit solvent model is to accurately and efficiently approximate the results of computationally expensive explicit solvent molecular simulations. While agreement with explicit solvent provides a rigorous test of an implicit model, it is often difficult to identify the source of discrepancies due to the dramatic differences between the explicit and implicit solvent formalisms. Therefore the performance of $G B n$ is compared to the earlier $O B C$ $\mathrm{GB}^{32}$ model using multiple levels of less approximate solvation models as standards. Comparison to PB is instructive in identifying the source of shortcomings of the current model, while comparison to explicit solvent provides a more

Table 1. Optimized Scaling Parameters

| parameter | value | parameter | value |
| :---: | :---: | :---: | :---: |
| $\alpha$ | 1.095 | $S_{H}$ | 1.091 |
| $\beta$ | 1.908 | $S_{C}$ | 0.484 |
| $\gamma$ | 2.508 | $S_{N}$ | 0.700 |
| $S_{\text {neck }}$ | 0.362 | $S_{O}$ | 1.066 |

useful assessment of the ultimate quality of the model. The $O B C$ GB model is selected as a reference for comparison because it is among the most recent and most accurate ${ }^{42}$ pairwise GB models that do not have a molecular volume correction beyond the "average" rescaling provided by eq 4.

Once the parameters have been optimized, the GBn model achieves approximately a $25 \%$ improvement over $O B C$ GB in accuracy of effective radii relative to PB results. The minimal native-state bias and stable dynamics achieved by $O B C$ GB are maintained in this model. A major qualitative improvement of $G B n$ is that it reproduces the free energy barrier to separation of hydrogen bonds that is seen in molecular surface PB results but absent in nonmolecular surface implicit solvent models. Although quantitative improvement in agreement of $G B n$ solvation energies with PB solvation energies is fairly small, substantial improvements are seen in agreement between GBn and TIP3P explicit solvent dynamics. Specifically, hydrogen bond length distributions are significantly more similar, there is improved agreement with the TIP3P $\phi / \psi$ potential, and a dramatic improvement in the conformational ensemble of deca-alanine. The results that have been summarized here are examined in detail in the following.
3.1. Parametrization. Parameters of the $G B n$ model ( $S_{\text {neck }}$, $\alpha, \beta, \gamma$, and the $S_{x}$ parameters for atom types $\mathrm{C}, \mathrm{H}, \mathrm{N}$, and O) were optimized using the Nelder-Mead simplex algorithm. ${ }^{45}$ The objective function that was minimized measured agreement between PB and GB solvation free energies over a training set consisting of structures from denaturation trajectories of apo myoglobin and protein L and structures representing potentials of mean force (PMF) for two hydrogen bonds and a salt bridge (see Methods for details of the objective function). The objective function has multiple local minima, so 100 minimizations were performed starting from random initial points. Optimized parameter values producing the best overall performance are given in Table 1. Treatment of the $S_{x}$ values as free parameters to optimize GB performance beyond their formal purpose of correcting overlap is made obvious by the values of $S_{O}$ and $S_{H}$, which exceed 1. This represents a continuation of previous practice, although it may at first appear to be a divergence because previous sets of $S_{x}$ values where all $S_{x}<1$ may have been incorrectly interpreted as merely correcting overlaps.
3.2. Comparison with PB Effective Born Radii and Solvation Energies. A common first test of a GB model is comparison of effective radii with "perfect" radii derived from PB calculations. Agreement at this level is generally correlated with the overall quality of a GB model. While use of perfect radii in the GB formalism has been shown to guarantee a very good agreement between the GB and PB solvation free energies, ${ }^{36}$ small improvements in agreement

Table 2. RMS Deviation (in Units of Inverse Å) between Inverse Effective Radii, Computed by the GBn and $O B C$ GB Models Relative to the PB Reference with Significance of Improvement Measured by $F$-Test ${ }^{a}$

|  | thioredoxin | apomyoglobin-I | apomyoglobin-II | $\beta$-hairpin |
| :--- | :---: | :---: | :---: | :---: |
| $O B C$ GB | 0.128 | 0.067 | 0.046 | 0.055 |
| $G B n$ | 0.092 | 0.050 | 0.033 | 0.045 |
| $p$-value | $10^{-40}$ | $10^{-47}$ | $10^{-60}$ | $10^{-3}$ |

a The $\beta$-hairpin and thioredoxin structures are in their native states, while apomyoglobin is represented by two partially unfolded states along an acid denaturation trajectory. ${ }^{46}$ Both models perform more poorly on thioredoxin than other structures due to a higher number of large effective radius atoms in thioredoxin. The much larger $p$-value for $\beta$-hairpin is due to the small number of atoms in the molecule, resulting in fewer degrees of freedom in the $F$-test.


Figure 3. Scatter plot comparison of inverse effective radii calculated by the current GB neck model (red +) and earlier OBC GB model (black X) to inverse "perfect" PB radii for thioredoxin (PDB code 2TRX). Diagonal line indicates perfect agreement.
of the effective radii may or may not translate into significantly improved overall performance of the GB model. Nevertheless, radius comparisons are instructive as rough quality measures and in identifying sources of error that may not be readily apparent when molecular solvation free energies are compared. It is most useful to compare inverse radii, as these more faithfully represent the contribution of the effective radii to the energy in eq 1 . Such a comparison for a set of four structures that includes native and partially unfolded proteins and peptides is presented in Table 2. For all structures, the $F$-test shows a highly significant improvement in the accuracy of effective radii calculated by the GBn model compared to the $O B C$ GB model.

A more detailed analysis of effective radii is illustrated in Figure 3, showing improvement across the whole range of effective radii. This includes an improvement in the accuracy of large effective radii (left portion of the figure), although these radii continue to have the largest errors. Errors seem to be largest for atoms near crevices that are slightly too

Table 3. Distance between Atoms at Which Integral of $\mathbf{r}^{-4}$ over the Neck Region (Defined in Eqs 13-15) Has the Maximum Value, Tabulated for a Range of Radii for Atoms 1 and 2, Assuming a Solvent Molecule $\left(R_{w}\right)$ Radius of $1.4 \AA^{a}$

|  | atom 2 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| atom 1 | 1.20 | 1.25 | 1.30 | 1.35 | 1.40 | 1.45 | 1.50 |
| 1.20 | 2.6797 | 2.7250 | 2.7719 | 2.8188 | 2.8656 | 2.9125 | 2.9609 |
| 1.25 | 2.7359 | 2.7813 | 2.8281 | 2.8750 | 2.9219 | 2.9688 | 3.0156 |
| 1.30 | 2.7922 | 2.8375 | 2.8844 | 2.9297 | 2.9766 | 3.0234 | 3.0719 |
| 1.35 | 2.8500 | 2.8953 | 2.9406 | 2.9859 | 3.0328 | 3.0797 | 3.1266 |
| 1.40 | 2.9062 | 2.9516 | 2.9969 | 3.0422 | 3.0891 | 3.1359 | 3.1828 |
| 1.45 | 2.9625 | 3.0078 | 3.0531 | 3.0984 | 3.1437 | 3.1906 | 3.2375 |
| 1.50 | 3.0188 | 3.0641 | 3.1078 | 3.1547 | 3.2000 | 3.2469 | 3.2922 |
| 1.55 | 3.0750 | 3.1203 | 3.1641 | 3.2094 | 3.2563 | 3.3016 | 3.3484 |
| 1.60 | 3.1313 | 3.1750 | 3.2203 | 3.2656 | 3.3109 | 3.3563 | 3.4031 |
| 1.65 | 3.1875 | 3.2313 | 3.2766 | 3.3203 | 3.3656 | 3.4125 | 3.4578 |
| 1.70 | 3.2437 | 3.2875 | 3.3313 | 3.3766 | 3.4219 | 3.4672 | 3.5125 |
| 1.75 | 3.3000 | 3.3422 | 3.3875 | 3.4312 | 3.4766 | 3.5219 | 3.5688 |
| 1.80 | 3.3547 | 3.3984 | 3.4422 | 3.4875 | 3.5313 | 3.5766 | 3.6234 |


|  | atom 1 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| atom 2 | 1.55 | 1.60 | 1.65 | 1.70 | 1.75 | 1.80 |
| 1.20 | 3.0078 | 3.0562 | 3.1047 | 3.1531 | 3.2016 | 3.2500 |
| 1.25 | 3.0641 | 3.1109 | 3.1594 | 3.2078 | 3.2563 | 3.3047 |
| 1.30 | 3.1188 | 3.1672 | 3.2141 | 3.2625 | 3.3109 | 3.3594 |
| 1.35 | 3.1750 | 3.2219 | 3.2703 | 3.3172 | 3.3656 | 3.4141 |
| 1.40 | 3.2297 | 3.2766 | 3.3250 | 3.3719 | 3.4203 | 3.4688 |
| 1.45 | 3.2844 | 3.3313 | 3.3797 | 3.4266 | 3.4750 | 3.5234 |
| 1.50 | 3.3391 | 3.3875 | 3.4344 | 3.4813 | 3.5297 | 3.5781 |
| 1.55 | 3.3953 | 3.4422 | 3.4891 | 3.5359 | 3.5844 | 3.6313 |
| 1.60 | 3.4500 | 3.4969 | 3.5438 | 3.5906 | 3.6391 | 3.6859 |
| 1.65 | 3.5047 | 3.5516 | 3.5984 | 3.6453 | 3.6922 | 3.7406 |
| 1.70 | 3.5594 | 3.6063 | 3.6531 | 3.7000 | 3.7469 | 3.7953 |
| 1.75 | 3.6141 | 3.6609 | 3.7078 | 3.7547 | 3.8016 | 3.8484 |
| 1.80 | 3.6688 | 3.7156 | 3.7625 | 3.8094 | 3.8563 | 3.9031 |

[^20]small for a water molecule; presumably the pairwise approximation is poorest here.

A more direct test of GB model performance is comparison of GB solvation free energies with those calculated by PB methods. Minimizing error across multiple conformations of the same system is of particular interest for GB methods that will be used in dynamics, as conformation-dependent errors will bias sampling. Figure 4 plots the difference between GB and PB solvation free energies for a series of conformations obtained from a thermal denaturation molecular dynamics trajectory of protein A. Error is reduced for the $G B n$ model (standard deviation $6.4 \mathrm{kcal} / \mathrm{mol}$ ) relative to the $O B C$ GB model (standard deviation $7.2 \mathrm{kcal} / \mathrm{mol}$ ). The $F$-statistic for this improvement approaches the accepted theshold of significance with $p \approx 0.06$. Solvation free energy errors are plotted as a function of the number of native tertiary contacts for the corresponding conformation to elucidate trends in error with respect to degree of denaturation. The GB model of Hawkins et al. ${ }^{14}$ has significantly more negative errors for near-native conformations than for denatured conformations, but this native state bias is almost


Figure 4. Relative deviation from PB solvation energy for $G B n$ and $O B C$ GB for a series of snapshots from a denaturation trajectory of protein $A$. $G B n$ has a tighter clustering of points, indicating less random error than OBC GB (stdev 6.4 vs $7.2 \mathrm{kcal} / \mathrm{mol}$ ), while maintaining a similar native state bias (trend of points across the plot). Average errors of -9.2 (OBC GB) and 68.9 ( $G B n$ ) kcal/mol removed to facilitate comparison.
entirely corrected by the rescaling function in eq 4 employed by the $O B C$ GB model. ${ }^{32}$ As seen in Figure 4, the GBn model has a very small native state bias, similar to $O B C \mathrm{~GB}$. Similar, slightly better results are obtained for conformations of protein L and apo-myoglobin along their respective denaturation trajectories; these results are not shown because they were used as part of the objective function in the optimization process and as such are likely to be less indicative of performance on other systems.
3.3. Comparison with PB PMFs. The improvements in effective radius and solvation free energy calculations described above represent useful but still fairly incremental improvement over the existing $O B C$ GB model. Indeed, the $O B C$ GB model's performance is already quite good on low free-energy conformations, such as those found in crystal structures or sampled from molecular dynamics trajectories, making dramatic improvements on these structures unlikely. However, performance on higher free energy conformations is also important for common applications such as dynamics and docking; here there is ample room for improvement on $O B C$ GB. One common high free energy conformation is encountered in the free energy curve for separating a salt bridge or hydrogen bond, referred to here as a PMF to reflect the averaging of solvent degrees of freedom by the implicit solvent model. It has been shown that implicit solvent models that employ a molecular surface dielectric boundary have a free energy barrier to separation of the bond, ${ }^{44}$ in qualitative agreement with explicit solvent results, ${ }^{47}$ but models based on traditional pairwise integration, even with average molecular volume corrections such as $O B C \mathrm{~GB}$, fail to reproduce this behavior.

Since the GBn model attempts to approximate a molecular surface dielectric boundary, it should be capable of reproducing the barrier in the PMF. As shown in Figures 5 and 6 this result is seen in most cases, a distinct departure from
implicit solvent models that allow interstitial high dielectrics. ${ }^{44}$ In general, the $G B n$ minima are less deep, and the maxima are less high than the PB PMFs. This is probably a consequence of the CFA. The CFA underestimates the descreening contribution of nearby regions relative to more distant regions, because $\mathbf{r}^{-4}$ diminishes less rapidly than the higher order integrands of more accurate expressions. ${ }^{21,39}$ Since the neck region is very close to the atom of interest, it seems likely that its effect is underestimated by the CFA, leading to a smaller difference between minimum and maximum. The shallow minima exhibited by the GBn model, most notable in the $\beta$-sheet model of Figure 5, raise concerns that secondary structure may not be stable, possibly leading to denaturation. However, this has not been observed in molecular dynamics trajectories (see the following), perhaps because the extent of destabilization is less in the protein environment than for these highly solvated model systems, or because the time scales of the simulations conducted here are not sufficient to observe these problems.
3.4. Molecular Dynamics. The primary purpose for the development of computationally efficient pairwise approximated GB is application in dynamics; the GBn model, implemented in AMBER, was tested by conducting 10 ns molecular dynamics trajectories of ubiquitin and thioredoxin. As expected, the $G B n$ model retains the computational efficiency of the $O B C$ GB model running only $8-10 \%$ more slowly. Conformational stability of trajectories is commonly assessed by computing the RMSD of alpha carbons from their crystal coordinates; plots of the RMSD for thioredoxin and ubiquitin trajectories conducted using the $G B n$ and $O B C$ GB models are shown in Figure 7. The GBn model maintains approximately the same high level of stability as $O B C \mathrm{~GB}$, with slightly higher RMSD in the thioredoxin trajectory and lower RMSD in the ubiquitin trajectory.

Performance of a GB model is affected by the set of atomic intrinsic radii used to define the dielectric boundary. Previous work has shown that for simulations conducted under the $H C T$ or $O B C$ GB models, structural stability is slightly increased and results are somewhat improved by increasing the intrinsic radius of hydrogens bound to nitrogen, $\mathrm{H}(\mathrm{N})$, from their Bondi radii ${ }^{48}$ of $1.2 \AA$ to $1.3 \AA$ (forming the mbondi2 radius set). ${ }^{26,32}$ As seen in Figure 7, little benefit is realized by this change when using the GBn model.

The $G B n$ model presented here was parametrized for peptides and proteins. This parametrization of $G B n$ is not recommended for use with nucleic acids, since they require different degrees of correction for overlap and CFA error than amino acids. In some of our MD simulations of DNA 10 bp duplexes at room-temperature conducted under this GBn parametrization we observed breaking of a substantial number of Watson-Crick bonds after a few nanoseconds (results not shown), in contrast to the corresponding explicit water simulations.
3.5. Comparison with Explicit Solvent Ensembles. To examine whether the improved PMFs seen in Figures 5 and 6 translate into improvements in the ensemble of macromolecular conformations sampled during MD, distributions of hydrogen bond lengths were compared between 10 ns ubiquitin trajectories conducted under $O B C \mathrm{~GB}, G B n$, and

Table 4. Maximum Value of Integral of $\mathbf{r}^{-4}$ over the Neck Region (Defined in Eqs 13-15), Tabulated for a Range of Radii for Atoms 1 and 2, Assuming a Solvent Molecule $\left(R_{w}\right)$ Radius of $1.4 \AA^{a}$

| atom 2 | atom 1 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1.20 | 1.25 | 1.30 | 1.35 | 1.40 | 1.45 | 1.50 |
| 1.20 | 0.35281 | 0.36412 | 0.37516 | 0.38594 | 0.39645 | 0.40670 | 0.41670 |
| 1.25 | 0.31853 | 0.32889 | 0.33902 | 0.34890 | 0.35855 | 0.36797 | 0.37717 |
| 1.30 | 0.28847 | 0.29798 | 0.30728 | 0.31637 | 0.32525 | 0.33392 | 0.34240 |
| 1.35 | 0.26199 | 0.27074 | 0.27930 | 0.28768 | 0.29587 | 0.30387 | 0.31170 |
| 1.40 | 0.23859 | 0.24666 | 0.25455 | 0.26228 | 0.26985 | 0.27725 | 0.28449 |
| 1.45 | 0.21783 | 0.22528 | 0.23258 | 0.23972 | 0.24673 | 0.25358 | 0.26029 |
| 1.50 | 0.19935 | 0.20624 | 0.21300 | 0.21962 | 0.22611 | 0.23247 | 0.23870 |
| 1.55 | 0.18285 | 0.18923 | 0.19550 | 0.20165 | 0.20767 | 0.21358 | 0.21938 |
| 1.60 | 0.16807 | 0.17400 | 0.17982 | 0.18553 | 0.19114 | 0.19664 | 0.20203 |
| 1.65 | 0.15480 | 0.16031 | 0.16573 | 0.17104 | 0.17626 | 0.18139 | 0.18642 |
| 1.70 | 0.14285 | 0.14798 | 0.15303 | 0.15798 | 0.16285 | 0.16764 | 0.17233 |
| 1.75 | 0.13207 | 0.13685 | 0.14155 | 0.14618 | 0.15073 | 0.15520 | 0.15959 |
| 1.80 | 0.12231 | 0.12677 | 0.13117 | 0.13549 | 0.13975 | 0.14393 | 0.14804 |


|  | atom 1 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| atom 2 | 1.55 | 1.60 | 1.65 | 1.70 | 1.75 | 1.80 |
| 1.20 | 0.42646 | 0.43598 | 0.44527 | 0.45434 | 0.46319 | 0.47183 |
| 1.25 | 0.38615 | 0.39492 | 0.40348 | 0.41185 | 0.42001 | 0.42799 |
| 1.30 | 0.35069 | 0.35878 | 0.36669 | 0.37441 | 0.38196 | 0.38934 |
| 1.35 | 0.31936 | 0.32684 | 0.33416 | 0.34131 | 0.3483 | 0.35514 |
| 1.40 | 0.29158 | 0.29851 | 0.30529 | 0.31193 | 0.31842 | 0.32477 |
| 1.45 | 0.26686 | 0.27330 | 0.27959 | 0.28575 | 0.29179 | 0.29769 |
| 1.50 | 0.24480 | 0.25078 | 0.25664 | 0.26237 | 0.26799 | 0.27349 |
| 1.55 | 0.22505 | 0.23062 | 0.23607 | 0.24141 | 0.24665 | 0.25178 |
| 1.60 | 0.20732 | 0.21251 | 0.21759 | 0.22258 | 0.22747 | 0.23226 |
| 1.65 | 0.19135 | 0.19620 | 0.20095 | 0.20561 | 0.21018 | 0.21466 |
| 1.70 | 0.17694 | 0.18147 | 0.18591 | 0.19027 | 0.19455 | 0.19875 |
| 1.75 | 0.16390 | 0.16814 | 0.17230 | 0.17638 | 0.18039 | 0.18433 |
| 1.80 | 0.15208 | 0.15605 | 0.15995 | 0.16378 | 0.16754 | 0.17124 |

${ }^{a}$ These are the values used for $m_{0}$ in eqs 6 and 7 . Distances and atom radii are in angstroms.


Figure 5. Potentials of mean force for hydrogen bonding systems not included in the objective function, calculated with three implicit solvent methods. Two protonated aspartic acids and two alanines ( $\beta$-sheet model) are used as examples. Potential includes electrostatic and van der Waals energies.

TIP3P explicit solvation models. Figure 8 illustrates the differences in mean and standard deviation of hydrogen bond length for native backbone hydrogen bonds under the three solvation models. In nearly all cases, the $O B C$ GB model yields hydrogen bonds with a higher mean length and standard deviation than in explicit solvent. As a consequence of the narrower potential wells seen in the PMFs, hydrogen bonds under the $G B n$ model are generally shorter and their length distributions usually have lower standard deviations than under $O B C$ GB. The $G B n$ average hydrogen bond lengths are in better agreement with explicit solvent results
than $O B C$ GB in 24 of 32 cases, while the length distribution standard deviations are in better agreement in 23 of 32 cases. Based on these results, the null hypothesis that there is no impovement of $G B n$ over $O B C \mathrm{~GB}$ in reproducing the explicit solvent ensemble of hydrogen bond lengths can be rejected with $p<0.01$ and $p \approx 0.01$, respectively. The differences between $G B n$ and $O B C$ GB are particularly noticeable for the shorter, more stable hydrogen bonds (left portions of the plots in Figure 8), where length distributions are presumably mostly determined by the potential between bonding partners, while distributions for longer hydrogen


Figure 6. Potentials of mean force for hydrogen bonding and salt bridge systems included in the objective function, calculated with three implicit solvent methods. The hydrogen bonding systems are asparagine and asparagine; aspartate and serine; and arginine and aspartate. Potential includes electrostatic and van der Waals energies.


Figure 7. RMSD of alpha carbons from crystal structure over the course of 10 ns of molecular dynamics of ubiquitin (left) and thioredoxin (right).


Figure 8. Ubiquitin backbone hydrogen bond length data collected over 10 ns of MD for TIP3P explicit solvent, OBC GB and GBn. Plots represent the difference between implicit and explicit solvent bond length distribution mean (left) and standard deviation (right) as a function of mean explicit solvent bond length. The zero line represents an exact match between the explicit and implicit solvent results. Hydrogen bond lengths under the GBn model are generally in better agreement with explicit solvent results.
bonds may be more affected by tertiary structural forces. The data in Figure 8 suggest that the free energy barrier introduced by the neck correction affects not only dynamics and kinetic properties but also average properties of the ensemble sampled by MD.

Further exploration of the effects of $G B n$ on conformational ensembles were conducted using a small polypeptide system where converged sampling of the ensemble is feasible. Simmerling and co-workers ${ }^{49}$ recently used replica exchange molecular dynamics (REMD) simulations ${ }^{50,51}$ to


Figure 9. Free energy surfaces at 300 K for the backbone conformation of Ala5 in the Ala10 peptide calculated from 100 ns of REMD. Energies are in $\mathrm{kcal} / \mathrm{mol}$, with the lowest free energy assigned a value of 0 . TIP3P and GBn result in similar free energies for the $\alpha, \beta$, and polyproline II basins, while OBC GB shows a strong preference for $\alpha$-helix.
show that the $O B C \mathrm{~GB}$ and $H C T \mathrm{~GB}$ models performed poorly for short polyalanine sequences. Both of these GB models demonstrated a strong bias favoring $\alpha$-helical conformations as compared to simulations with TIP3P explicit solvent. These calculations ( 100 ns REMD) were repeated with $G B n$. Figure 9 illustrates the $\phi / \psi$ free energy surface for Ala5 of deca-alanine. This residue does not adopt a preferred conformation in explicit solvent, with the basins corresponding to the major secondary structure types (rightand left-handed $\alpha$-helix, $\beta$-sheet, and polyproline II) nearly equal in free energy. At the same time, $O B C$ GB favors righthanded $\alpha$-helix by $1-1.5 \mathrm{kcal} / \mathrm{mol}$ relative to the other basins; for example, the ratio of the total $\alpha$-helix to $\beta$-sheet populations is 8.67 , in noticeable disagreement with the corresponding explicit solvent value of just 1.7. In the $G B n$ model, this $\alpha$-helical bias is no longer present, and the landscape is in much better agreement with the explicit solvent data: the same ratio of $\alpha$ to $\beta$ populations is 1.64 , in very close agreement with the explicit solvent result. Both the $O B C \mathrm{~GB}$ and $G B n$ models show somewhat too shallow minima for the left-handed $\alpha$-helix basin with positive $\phi$ values as compared to explicit solvent simulations.

Since the free energy surfaces as in Figure 9 give insight primarily into local conformational preferences, more global properties of the chain were examined by calculating end-to-end distance distributions for the ensembles obtained with the different solvent models (Figure 10). As previously described, ${ }^{49}$ the distribution is broad in explicit solvent, in concordance with the lack of specific structural preferences seen in Figure 9. At the same time, $O B C$ GB yields a shifted distribution that is distinctly peaked near $10 \AA$ due to a high population of fully $\alpha$-helical conformations that are not observed in explicit solvent. In contrast, the distribution obtained using the GBn model is in good agreement with the explicit solvent data, providing further evidence that the neck model represents a significant improvement over the previous $O B C$ GB model. These improvements suggest that the correction term introduced by the $G B n$ model is a move in the right direction with respect to development of fast analytical GB models. However, due to the computational costs associated with generating explicit solvent PMFs, we have been able to provide direct comparisons for only a few


Figure 10. End-to-end distance distributions of deca-alanine at 300 K for 3 solvent models. Profiles from GBn and TIP3P explicit water are in good agreement, with a relatively broad distribution slightly peaked near 15-20 Å. However, OBC GB significantly differs from the other models, with a strong peak at $10 \AA$.
systems, and therefore due caution is recommended when applying the $G B n$ model to systems dissimilar to those described above.

## 4. Methods

PB solvation energies and "perfect" radii were calculated using a modified version of APBS 0.3.2. The linearized PB model was employed along with the multiple Debye-Huckel boundary condition. Charge was discretized using the cubic B-spline method (spl2). Dielectric values were 1.0 for solute and 80.0 for solvent regions, except for "perfect" radii calculations, where solvent had dielectric $1000 .{ }^{35}$ A LeeRichards type dielectric boundary (mol) was used. APBS versions 0.3.2 and earlier have a flawed molecular surface algorithm that overestimates solute volume; this flaw was fixed in the APBS version used here. All calculations were performed initially on a coarse grid and then on a smaller, finer grid using the coarse grid potential as boundary conditions. Grid spacings were $0.5 / 0.25 \AA$ (coarse/fine) for protein solvation and perfect radii calculations and $0.2 / 0.1-$ A for PMF calculations.

GB effective radius, solvation energy, and MD trajectories were calculated using a prerelease version of AMBER 9.52 MD was carried out using the AMBER ff99 force field. ${ }^{53,54}$ Backbone torsional potentials for thioredoxin and ubiquitin were modified by frcmod.mod_phipsi.1;29 a newer version of these modifications ${ }^{55}$ was employed for the $\mathrm{Ala}_{10}$ simulations. The time step was 2 fs. Explicit solvent MD employed the TIP3 water model. ${ }^{56}$ Implicit solvent MD, GB effective radius, and GB solvation energy calculations used the $O B C$ GB or $G B n$ models with no cut off. Nonpolar solvation effects were represented using a surface area term of 0.005 $\mathrm{kcal} / \mathrm{mol} \cdot \AA^{2}$. Bonds involving hydrogen were constrained using SHAKE. ${ }^{57}$ Temperature was maintained at 300 K using the Berendsen weak coupling method and a time constant of 2 ps for the thioredoxin trajectory and using Langevin dynamics with a collision frequency of $1.0 \mathrm{ps}^{-1}$ for the ubiquitin trajectory. The crystal structures (2TRX and UBQ) were prepared for dynamics with 100 steps of steepest descent minimization during which all atoms were harmonically restrained with a weight of $1.0 \mathrm{kcal} / \mathrm{mol} \cdot \AA^{2}$, followed by a 20 ps period of equilibration during which all atoms were harmonically restrained with a weight of $0.1 \mathrm{kcal} /$ $\mathrm{mol} \cdot \AA^{2}$. The enesemble of protein-A structures was generated by temperature unfolding as previously described. ${ }^{32}$

Ensembles of $\mathrm{Ala}_{10}$, with acetylated and amidated N - and C-termini, respectively, were generated using replica exchange molecular dynamics (REMD) $)^{50,51}$ as implemented in AMBER $8 .{ }^{52}$ Data for the TIP3P and $O B C$ GB models were previously described. ${ }^{49}$ Parameters for REMD simulations were identical to those used for MD (described above), except eight replicas were used to cover the temperature range of $270-570 \mathrm{~K}$ (as with the previously described $O B C$ GB simulations). Exchanges were attempted every 1 ps, with the REMD simulation running for 100000 exchange attempts ( 100 ns ). The first 5 ns were discarded. Data convergence was monitored by calculating populations of $\phi / \psi$ basins corresponding to secondary structure types, which were essentially unchanged after 30 ns . Free energy surfaces were calculated using 2-dimensional histograms for backbone $\phi$ and $\psi$ dihedrals, with a bin size of 5 degrees. Free energies for bin $i$ relative to the most populated bin were calculated using $\Delta G=-R T \ln \left(N_{i} / N_{0}\right)$ where $N_{i}$ and $N_{0}$ are the populations of bin $i$ and the most populated bin, respectively. End-to-end distances for $\mathrm{Ala}_{10}$ were calculated between $\mathrm{C}_{\alpha}$ atoms of Ala2 and Ala9 (omitting terminal residues) using the ptraj module of AMBER.

Illustrations of molecular geometry in Figures 5 and 6 were produced with $\mathrm{VMD}^{58}$.

The $S_{\text {neck }}, \alpha, \beta, \gamma$, and $S_{x}$ parameters were optimized using the Nelder-Mead simplex algorithm ${ }^{45}$ implemented by the SciPy library. ${ }^{59}$ The objective function that was minimized measured agreement between PB and GB solvation free energies over a training set consisting of structures from denaturation trajectories of apo-myoglobin ${ }^{46}$ and protein $\mathrm{L}^{21}$ and structures representing varying degrees of separation of a salt bridge between aspartate and arginine and hydrogen bonds between two asparagine side chains and between serine and aspartate. The total value of the objective function was the sum of each system's contribution. For the structures
from the denaturation trajectories, the difference between PB and GB solvation free energy was calculated for each structure, and a linear regression was performed on these data points using the structure's time value (for apo myoglobin) or number of native tertiary contacts (for protein L) as the independent variable, yielding a regression line slope, $m$, and intercept, $b$. Additionally, the root-mean-square deviation (RMSD) between PB and GB solvation free energies for each structure was calculated. Each system's contribution to the objective function was defined as $R M S D-|b / 2|+\mid m \cdot(\#$ of structures $) \mid$. This term is designed to emphasize minimizing native state bias (represented by $m$ ) and random error while not overly penalizing systematic error for a particular system. Salt bridge and hydrogen bond systems consisted of 80 configurations where the bonding partners were separated by $1 \AA$ in the first configuration and are moved $0.1 \AA$ further apart in each subsequent configuration (see Figure 6 for picture of orientations). PB and GB solvation free energies were calculated for each configuration, and the PB and GB solvation free energies were set to be equal at maximum separation by subtracting the energy calculated for maximal separation from that calculated for every other configuration. The objective function term for these systems was the RMSD of the adjusted errors multiplied by 10. The RMSD was increased by a factor of 10 to prevent the objective function from being dominated by the larger errors of the larger protein systems. Since the objective function has multiple local minima, 100 minimizations were performed starting from random initial points. Initial points were chosen from the following intervals of a uniform random distribution: $S_{\text {neck }} \in[0.2,0.5], \alpha \in[0.5,1.5]$, $\beta, \gamma \in[0.5,3.0]$, and $S_{\{C, H, N, O\}} \in[0.6,0.95]$.

## 5. Conclusion

The GBn model, presented here, extends current pairwise GB models with an intuitively attractive property: geometrydependent exclusion of high dielectric (representing water) from regions into which a water molecule is too large to fit. This extension is computationally efficient, slowing MD simulations by only about $10 \%$. Implementation of the neck correction is simple, requiring only two lookup tables and (in the present implementation) approximately 30 lines of code. The GBn model is available in both the sander and pmemd modules of version 9 of the AMBER suite, and given its simplicity it should be straightforward to add the neck correction to any pairwise volumetric integration-based GB method. Although the correction is a pairwise approximation, it yields nonbonded PMFs with a free energy barrier to separation, a property unique to molecular surface-like dielectric boundaries. The improved agreement between explicit and implicit solvent ensembles sampled by proteins and polypeptides under $G B n$ underscores the importance of calculating accurate solvation energies for high free energy configurations as well as the more stable configurations that have traditionally received more attention.

The neck GB model is the fastest model that reproduces the essential characteristics of molecular surface dielectric boundaries, but it does not correlate as well with PB results as the slower GBMV2 model of Lee et al. ${ }^{38,44}$ One potential
source of error is the fairly simplistic treatment of neck region overlaps in the current model. Some improvement might be realized by a higher order approach to overlaps, but the largest source of error appears to be the use of the Coulomb field approximation (CFA) to define the integral used to calculate effective radii. Even with a perfect region of integration, errors due to the CFA are large, with effective radii overestimated by a factor of 2 in the worst case. ${ }^{39}$ Despite the limitations imposed by the CFA, the current model serves as a proof of principle that a simple pairwise correction can produce an accurate approximation of molecular surface-like solvation properties. We anticipate that a pairwise GB model based on the neck correction and a non-CFA integral, currently under development, will yield substantially improved accuracy.
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## Appendix

The neck region can be analytically defined using only basic trigonometry, but as the derivation is somewhat tedious, the details are provided here. As shown in Figure 1, a triangle is formed by the centers of the atoms and the solvent molecule; the angles of the vertices centered at atoms 1 and 2 are defined as angle $A$ and angle $B$, and their cosines can be expressed in terms of the four parameters $d, R_{1}, R_{2}$, and $R_{\mathrm{w}}$, using the law of cosines, as shown in eq 8 .

$$
\begin{align*}
& \cos A=\frac{d^{2}+\left(R_{1}+R_{w}\right)^{2}-\left(R_{2}+R_{w}\right)^{2}}{2 d\left(R_{1}+R_{w}\right)} \\
& \cos B=\frac{d^{2}-\left(R_{1}+R_{w}\right)^{2}+\left(R_{2}+R_{w}\right)^{2}}{2 d\left(R_{2}+R_{w}\right)} \tag{8}
\end{align*}
$$

The system is cylindrically symmetric about an axis connecting the centers of the two atoms, so it is most naturally analyzed in cylindrical coordinates. The origin is placed at the center of atom 1 with the positive $z$ axis extending toward the center of atom 2. There are three geometric cases for the neck region, illustrated in Figure 11: (i) the atoms overlap and the neck region is ring shaped; (ii) the atoms are moderately separated forming a contiguous region; and (iii) the atoms are widely separated such that the surface of the solvent molecule intersects the $z$ axis, forming two noncontiguous spike regions. When $d \geq R_{1}+$ $R_{2}+2 R_{w}$ a solvent molecule can pass between the atoms, and there is no neck region.

For case (i), a second triangle can be formed between the centers of the two atoms and a point at which the surfaces


Figure 11. Three cases of neck regions (shaded) formed by atoms (solid circles) at varying separations. Dotted lines represent the surface of the solvent sphere. The leftmost vertex of the dashed triangle in (i) describes the angle $A^{\prime}$ referenced in eq 9 . Although this figure shows two atoms with the same radius, neck regions may also be formed between atoms with unequal radii.
of the atoms intersect. The angle formed by the vertex of this triangle that is located at the center of atom 1 is designated $A^{\prime}$ and its cosine is defined in eq 9 .

$$
\begin{equation*}
\cos A^{\prime}=\frac{d^{2}+R_{1}^{2}-R_{2}^{2}}{2 d R_{1}} \tag{9}
\end{equation*}
$$

Computation of a CFA term based on the neck region requires an expression for the integral of $\mathbf{r}^{-4}$ over the neck region. In the cylindrical coordinate system used here, $|\mathbf{r}|=$ $\sqrt{r^{2}+z^{2}}$ so when the volume element is included, the integrand becomes $r\left(r^{2}+z^{2}\right)^{-2}$. Because of the cylindrical symmetry, the limits of integration over $\theta$ are always 0 to $2 \pi$. The upper limit of the integration over $r$ is formed by the surface of the solvent molecule (dotted line in Figures 1 and 11). Since the expression defining the $r$ coordinate of the solvent surface as a function of $z$ (that is, the perpendicular distance from the $z$ axis to the dashed line in Figure 1 for a given $z$ ) is somewhat complex, the notation is clarified by defining a function, solv, representing this expression:

$$
\begin{align*}
& \operatorname{solv}\left(z, R_{1}, R_{2}, R_{w}, d\right)= \\
& \quad \quad\left(R_{1}+R_{w}\right) \sqrt{1-\cos ^{2} A}-\sqrt{R_{w}^{2}-\left(z-\left(R_{1}+R_{w}\right) \cos A\right)^{2}} \tag{10}
\end{align*}
$$

The lower limit of integration for $r$ is defined by the surface of atom 1 , the $z$ axis $(r=0)$, or the surface of atom 2 , depending on the value of the $z$ coordinate. In addition to defining the geometric extents of the neck region, the limits of integration over $z$ are used to break the overall integral into pieces at the points where the $r$ lower limit of integration changes. Thus in case (i) the integral has two contiguous pieces defined by three $z$ limits: the coordinate at which
the solvent molecule touches atom 1 , the coordinate for the intersection of the two atoms, and the coordinate where atom 2 touches the solvent molecule. Case (ii) has three contiguous pieces, with the extreme upper and lower limits defined by the locations that the solvent molecule touches the atoms, as in (i) and the two intermediate limits occurring where the lower $r$ limit changes at the edges of atoms 1 and 2. Finally, case (iii) has two noncontiguous spike regions, each of which is composed of two parts, where the $z$ limits are the intersection of the atom and solvent molecule, the edge of the atom, and the tip of the spike. The tips of the spikes are located at the two points where the solvent sphere intersects the $z$ axis (see Figure 11). The $z$ coordinate of these intersections can be obtained by setting the function in eq 10 equal to zero and solving for $z$, yielding
$\operatorname{zinter}_{(-)}\left(R_{1}, R_{2}, R_{w}, d\right)=\left(R_{1}+R_{w}\right) \cos A-$

$$
\begin{equation*}
\sqrt{R_{1}\left(R_{1}+2 R_{w}\right)\left(-1+\cos ^{2} A\right)+R_{w}^{2} \cos ^{2} A} \tag{11}
\end{equation*}
$$

$\operatorname{zinter}_{(+)}\left(R_{1}, R_{2}, R_{w}, d\right)=\left(R_{1}+R_{w}\right) \cos A+$

$$
\begin{equation*}
\sqrt{R_{1}\left(R_{1}+2 R_{w}\right)\left(-1+\cos ^{2} A\right)+R_{w}^{2} \cos ^{2} A} \tag{12}
\end{equation*}
$$

Using the preceding definitions, the integrals of $\mathbf{r}^{-4}$ over the neck region for cases (i)-(iii) are presented in eqs $13-15$.

$$
\begin{align*}
& \text { case(i) }: \int_{\text {neck region }} \mathbf{r}^{-4}= \\
& \quad \int_{R_{1} \cos A}^{\mathrm{R}_{1} \cos A^{\prime}} \int_{0}^{2 \pi} \int_{\sqrt{R_{1}{ }^{2}-z^{2}}}^{\operatorname{solv}\left(z, R_{1}, R_{2}, R_{w}, d\right)} r\left(r^{2}+z^{2}\right)^{-2} d r d \theta d z+ \\
& \quad \int_{R_{1} \cos A^{\prime}}^{d-R_{2} \cos B} \int_{0}^{2 \pi} \int_{\sqrt{\left.\operatorname{solv}_{2} z_{2} R_{1}, R_{2}, R_{w}, d\right)}}^{\sqrt{R_{2}-(d-z)^{2}}} r\left(r^{2}+z^{2}\right)^{-2} d r d \theta d z \tag{13}
\end{align*}
$$

$$
\begin{align*}
& \text { case(ii) : } \int_{\text {neck region }} \mathbf{r}^{-4}= \\
& \quad \int_{R_{1} \cos A}^{R_{1}} \int_{0}^{2 \pi} \int_{\sqrt{R_{1}{ }^{2}-z^{2}}}^{\operatorname{solv}\left(z, R_{1}, R_{2}, R_{w}, d\right)} r\left(r^{2}+z^{2}\right)^{-2} d r d \theta d z+ \\
& \quad \int_{R_{1}}^{d-R_{2}} \int_{0}^{2 \pi} \int_{0}^{\operatorname{solv}\left(z, R_{1}, R_{2}, R_{w}, d\right)} r\left(r^{2}+z^{2}\right)^{-2} d r d \theta d z+ \\
& \int_{d-R_{2}}^{d-R_{2} \cos B} \int_{0}^{2 \pi} \int_{\sqrt{R_{2}{ }^{2}-(d-z)^{2}}}^{\operatorname{solv}\left(z, R_{1}, R_{2}, R_{w}, d\right)} r\left(r^{2}+z^{2}\right)^{-2} d r d \theta d z \tag{14}
\end{align*}
$$

case(iii) : $\int_{\text {neck region }} \mathbf{r}^{-4}=$

$$
\int_{R_{1} \cos A}^{R_{1}} \int_{0}^{2 \pi} \int_{\sqrt{R_{1}^{2}-z^{2}}}^{\operatorname{solv}\left(, R_{1}, R_{2}, R_{w}, d\right)} r\left(r^{2}+z^{2}\right)^{-2} d r d \theta d z+
$$

$$
\int_{R_{1}}^{\operatorname{zinter}}{ }_{(-)\left(R_{1}, R_{2}, R_{w}, d\right)}^{\int_{0}^{2 \pi}} \int_{0}^{\operatorname{solv}\left(z, R_{1}, R_{2}, R_{w}, d\right)} r\left(r^{2}+z^{2}\right)^{-2} d r d \theta d z+
$$

$$
\int_{\operatorname{zinter}_{(+)}\left(R_{1}, R_{2}, R_{w}, d\right)}^{d-R_{2}} \int_{0}^{2 \pi} \int_{0}^{\operatorname{solv}\left(z, R_{1}, R_{2}, R_{w}, d\right)} r\left(r^{2}+z^{2}\right)^{-2} d r d \theta d z+
$$

$$
\begin{equation*}
\int_{\sqrt{d-R_{2}}}^{d-R_{2} \cos B} \int_{0}^{2 \pi} \int_{\sqrt{R_{2}^{2}-(d-z)^{2}}}^{\operatorname{solv}\left(, R_{1}, R_{2}, R_{w} d\right)} r\left(r^{2}+z^{2}\right)^{-2} d r d \theta d z \tag{15}
\end{equation*}
$$

## References

(1) Gilson, M. K.; Davis, M. E.; Luty, B. A.; McCammon, J. A. J. Phys. Chem. 1993, 97, 3591-3600.
(2) Honig, B. H.; Nicholls, A. Science 1995, 268, 1144-1149.
(3) Madura, J. D.; Briggs, J. M.; Wade, R. C.; Davis, M. E.; Luty, B. A.; Ilin, A.; Antosiewicz, J. M.; Gilson, M. K.; Bagheri, B.; Scott, L. R.; McCammon, J. A. Comput. Phys. Соттип. 1995, 91, 57-95.
(4) Beroza, P.; Case, D. A. Energ. Biol. Macromol. B 1998, 295, 170-189.
(5) Scarsi, M.; Apostolakis, J.; Caflisch, A. J. Phys. Chem. A 1997, 101, 8098-8106.
(6) Cramer, C. J.; Truhlar, D. G. Chem. Rev. 1999, 99, 21612200.
(7) Baker, N. A. Curr. Opin. Struct. Biol. 2005, 15, 137-143.
(8) Im, W.; Beglov, D.; Roux, B. Comput. Phys. Commun. 1998, 111, 59-75.
(9) Luo, R.; David, L.; Gilson, M. K. J. Comput. Chem. 2002, 23, 1244-1253.
(10) Lu, Q.; Luo, R. J. Chem. Phys. 2003, 119, 11035-11047.
(11) Feig, M.; Brooks, C. L. Curr. Opin. Struct. Biol. 2004, 14, 217-224.
(12) Still, W. C.; Tempczyk, A.; Hawley, R. C.; Hendrickson, T. J. Am. Chem. Soc. 1990, 112, 6127-6129.
(13) Hawkins, G. D.; Cramer, C. J.; Truhlar, D. G. Chem. Phys. Lett. 1995, 246, 122-129.
(14) Hawkins, G. D.; Cramer, C. J.; Truhlar, D. G. J. Phys. Chem. 1996, 100, 19824-19839.
(15) Schaefer, M.; Karplus, M. J. Phys. Chem. 1996, 100, 15781599.
(16) Qiu, D.; Shenkin, P. S.; Hollinger, F. P.; Still, W. C. J. Phys. Chem. A 1997, 101, 3005-3014.
(17) Edinger, S. R.; Cortis, C.; Shenkin, P. S.; Friesner, R. A. J. Phys. Chem. B 1997, 101, 1190-1197.
(18) Jayaram, B.; Liu, Y.; Beveridge, D. L. J. Chem. Phys. 1998, 109, 1465-1471.
(19) Ghosh, A.; Rapp, C. S.; Friesner, R. A. J. Phys. Chem. B 1998, 102, 10983-10990.
(20) Bashford, D.; Case, D. A. Annu. Rev. Phys. Chem. 2000, 51, 129-152.
(21) Lee, M. S.; Salsbury, F. R.; Brooks, C. L. J. Chem. Phys. 2002, 116, 10606-10614.
(22) Felts, A. K.; Harano, Y.; Gallicchio, E.; Levy, R. M. Proteins 2004, 56, 310-321.
(23) Romanov, A. N.; Jabin, S. N.; Martynov, Y. B.; Sulimov, A. V.; Grigoriev, F. V.; Sulimov, V. B. J. Phys. Chem. A 2004, 108, 9323-9327.
(24) Dominy, B. N.; Brooks, C. L. J. Phys. Chem. B 1999, 103, 3765-3773.
(25) David, L.; Luo, R.; Gilson, M. K. J. Comput. Chem. 2000, 21, 295-309.
(26) Tsui, V.; Case, D. A. J. Am. Chem. Soc. 2000, 122, $2489-$ 2498.
(27) Calimet, N.; Schaefer, M.; Simonson, T. Proteins 2001, 45, 144-158.
(28) Spassov, V. Z.; Yan, L.; Szalma, S. J. Phys. Chem. B 2002, 106, 8726-8738.
(29) Simmerling, C.; Strockbine, B.; Roitberg, A. E. J. Am. Chem. Soc. 2002, 124, 11258-11259.
(30) Wang, T.; Wade, R. C. Proteins 2003, 50, 158-169.
(31) Nymeyer, H.; Garcia, A. E. Proc. Natl. Acad. Sci. U.S.A. 2003, 100, 13934-13939.
(32) Onufriev, A.; Bashford, D.; Case, D. A. Proteins 2004, 55, 383-394.
(33) Gallicchio, E.; Levy, R. M. J. Comput. Chem. 2004, 25, 479— 499.
(34) Lee, M. C.; Duan, Y. Proteins 2004, 55, 620-634.
(35) Sigalov, G.; Scheffel, P.; Onufriev, A. J. Chem. Phys. 2005, 122, 094511.
(36) Onufriev, A.; Case, D. A.; Bashford, D. J. Comput. Chem. 2002, 23, 1297-1304.
(37) Onufriev, A.; Bashford, D.; Case, D. A. J. Phys. Chem. B 2000, 104, 3712-3720.
(38) Lee, M. S.; Feig, M.; Salsbury, F. R.; Brooks, C. L. J. Comput. Chem. 2003, 24, 1348-1356.
(39) Grycuk, T. J. Chem. Phys. 2003, 119, 4817-4826.
(40) Im, W.; Lee, M. S.; Brooks, C. L. J. Comput. Chem. 2003, 24, 1691-1702.
(41) Wojciechowski, M.; Lesyng, B. J. Phys. Chem. B 2004, 108, 18368-18376.
(42) Feig, M.; Onufriev, A.; Lee, M. S.; Im, W.; Case, D. A.; Brooks, C. L. J. Comput. Chem. 2004, 25, 265-84.
(43) Lee, B.; Richards, F. M. J. Mol. Biol. 1971, 55, 379.
(44) Swanson, J. M. J.; Mongan, J.; McCammon, J. A. J. Phys. Chem. B 2005, 109, 14769-14772.
(45) Nelder, J. A.; Mead, R. Comput. J. 1965, 7, 308-315.
(46) Onufriev, A.; Case, D. A.; Bashford, D. J. Mol. Biol. 2003, 325, 555-567.
(47) Masunov, A.; Lazaridis, T. J. Am. Chem. Soc. 2003, 125, 1722-1730.
(48) Bondi, A. J. Phys. Chem. 1964, 68, 441-451.
(49) Okur, A.; Wickstrom, L.; Layten, M.; Geney, R.; Song, K.; Hornak, V.; Simmerling, C. J. Chem. Theory Comput. 2006, 2, 420-433.
(50) Hansmann, U. H. E. Chem. Phys. Lett. 1997, 281, 140150.
(51) Sugita, Y.; Okamoto, Y. Chem. Phys. Lett. 1999, 314, 141151.
(52) Case, D. A.; Darden, T., III; T. E. C.; Simmerling, C.; Wang, J.; Merz, K. M.; Wang, B.; Pearlman, D. A.; Duke, R. E.; Crowley, M.; Brozell, S.; Luo, R.; Tsui, V.; Gohlke, H.; Mongan, J.; Hornak, V.; Caldwell, J. W.; Ross, W. S.; Kollman, P. A. AMBER 9; University of California, San Francisco: 2006.
(53) Cornell, W. D.; Cieplak, P.; Bayly, C. I.; Gould, I. R.; Merz, K. M.; Ferguson, D. M.; Spellmeyer, D. C.; Fox, T.; Caldwell, J. W.; Kollman, P. A. J. Am. Chem. Soc. 1995, 117, 5179-5197.
(54) Wang, J. M.; Cieplak, P.; Kollman, P. A. J. Comput. Chem. 2000, 21, 1049-1074.
(55) Hornak, V.; Abel, R.; Okur, A.; Strockbine, B.; Roitberg, A.; Simmerling, C. Proteins 2006, 3, 712-725.
(56) Jorgensen, W. L.; Chandrasekhar, J.; Madura, J. D.; Impey, R. W.; Klein, M. L. J. Chem. Phys. 1983, 79, 926-935.
(57) Ryckaert, J. P.; Ciccotti, G.; Berendsen, H. J. C. J. Comput. Phys. 1977, 23, 327-341.
(58) Humphrey, W.; Dalke, A.; Schulten, K. J. Mol. Graphics Modell. 1996, 14, 33-38.
(59) Jones, E.; Oliphant, T.; Peterson, P. SciPy: Open source scientific tools for Python; SciPy.Org: 2001-2006.

CT600085E

# Optimizing the Poisson Dielectric Boundary with Explicit Solvent Forces and Energies: Lessons Learned with Atom-Centered Dielectric Functions 

Jessica M. J. Swanson,* Jason A. Wagoner, Nathan A. Baker, and J. A. McCammon<br>Howard Hughes Medical Institute, Center for Theoretical Biological Physics, Department of Chemistry and Biochemistry and Department of Pharmacology, University of California at San Diego, La Jolla, California 92093-0365

Received July 1, 2006 ; Revised Manuscript Received September 25, 2006


#### Abstract

Accurate implicit solvent models require parameters that have been optimized in a system- or atom-specific manner on the basis of experimental data or more rigorous explicit solvent simulations. Models based on the Poisson or Poisson-Boltzmann equation are particularly sensitive to the nature and location of the boundary which separates the low dielectric solute from the high dielectric solvent. Here, we present a novel method for optimizing the solute radii, which define the dielectric boundary, on the basis of forces and energies from explicit solvent simulations. We use this method to optimize radii for protein systems defined by AMBER ff99 partial charges and a spline-smoothed solute surface. The spline-smoothed surface is an atom-centered dielectric function that enables stable and efficient force calculations. We explore the relative performance of radii optimized with forces alone and those optimized with forces and energies. We show that our radii reproduce the explicit solvent forces and energies more accurately than four other parameter sets commonly used in conjunction with the AMBER force field, each of which has been appropriately scaled for spline-smoothed surfaces. Finally, we demonstrate that spline-smoothed surfaces show surprising accuracy for small, compact systems but may have limitations for highly solvated protein systems. The optimization method presented here is efficient and applicable to any system with explicit solvent parameters. It can be used to determine the optimal continuum parameters when experimental solvation energies are unavailable and the computational costs of explicit solvent charging free energies are prohibitive.


## I. Introduction

Properly accounting for solvation effects is a long-standing and constantly evolving challenge in computational biophysics. Both the dynamic and thermodynamic properties of a solvated molecule are strongly influenced by the microscopic structure and organization of the water that surrounds it. Predicting solvation free energies and forces accurately across different chemical architectures requires a formalism that collectively accounts for electrostatic, nonelectrostatic, and specific (e.g., hydrogen bonding) solute-solvent interactions.

[^21]Microscopic formalisms treat these interactions explicitly with an atomistic representation of water. Macroscopic formalisms offer a less physically accurate but more computationally efficient approach: they replace individual molecular interactions with an implicit representation of water, most often as a linearly polarizable continuum. ${ }^{1}$ The efficiency of implicit solvent models makes them ideal for large systems and computationally expensive problems such as extensive conformational sampling or high-throughput analyses. The lack of physical detail in implicit solvent models can be compensated by parametrization, for example, fitting Born radii to solvation free energies, ${ }^{2,3}$ which generally results in more accurate quantitative predictions for specific


Figure 1. Solvation thermodynamic cycle in which solvation occurs in three path-dependent phases and according to which the total solvation free energy, $\Delta G_{\text {solv }}$, is decomposed into polar, $\Delta G_{\text {solv }}^{\mathrm{p}}=\Delta G_{\mathrm{aq}}^{\mathrm{chg}}-\Delta G_{\mathrm{vac}}^{\mathrm{chg}}$, and nonpolar, $\Delta G_{\mathrm{solv}}^{\mathrm{np}}$, contributions.
solutes but questionable transferability between solutes and different solute conformations.

Most implicit solvent models divide the solvation free energy into polar and nonpolar contributions, $\Delta G_{\text {solv }}=\Delta$ $G_{\text {solv }}^{\mathrm{p}}+\Delta G_{\text {solv }}^{\mathrm{np}}$. This division is rigorously based on a thermodynamic cycle (Figure 1) in which the solute charges are turned off in a vacuum (phase 1: $-\Delta G_{\text {vac }}^{\mathrm{chg}}$ ), the neutral solute is solvated (phase 2: $\Delta G_{\mathrm{solv}}^{\mathrm{pp}}$ ), and the solute is recharged in the aqueous environment (phase 3: $\Delta G_{\text {aq }}^{\mathrm{chg}}$ ). The nonpolar contribution, because of hydrophobic and dispersion interactions, is commonly, though inadequately, ${ }^{4,5}$ treated with a solvent-accessible surface area (SASA) model. ${ }^{6-8}$ Improvements on this model include independently accounting for dispersion contributions, ${ }^{4}$ atom-dependent SASA coefficients, ${ }^{9}$ and more recently including an additional term which is proportional to the solvent-accessible volume. ${ }^{5}$

The polar contribution is the difference between charging the system in a vacuum and doing so in the solvent environment, $\Delta G_{\text {solv }}^{\mathrm{p}}=\Delta G_{\mathrm{aq}}^{\mathrm{chg}}-\Delta G_{\text {vac }}^{\mathrm{chg}}$. It can be approximated in a number of ways, ${ }^{1}$ but we will focus on methods which solve the Poisson equation, ${ }^{10-12}$

$$
-\nabla \cdot[\epsilon(r) \nabla \phi(r)]=4 \pi \rho(r)
$$

for the electrostatic potential of the system, $\phi(r)$, given a position-dependent dielectric coefficient, $\epsilon(r)$, and the solute charge distribution, $\rho(r)$. Solving the electrostatic potential of a solute in a vacuum, $\phi_{\mathrm{vac}}$, and the aqueous environment, $\phi_{\mathrm{aq}}$, yields the polar solvation free energy

$$
\Delta G_{\mathrm{solv}}^{\mathrm{p}}=-\frac{1}{2} \int \rho(r)\left[\phi_{\mathrm{aq}}(r)-\phi_{\mathrm{vac}}(r)\right] \mathrm{d} r
$$

The parameters which go into both the polar and nonpolar approximations are generally optimized with solvation energies from experiments ${ }^{13}$ or explicit solvent simulations. ${ }^{5,14}$ Although energies calculated with simulations are only as accurate as the underlying explicit solvent force fields, they can be quantitatively separated into polar and nonpolar contributions. The polar parameters in Poisson calculations include the solute charge distribution and a spatially varying dielectric coefficient. Energies and forces obtained from the Poisson equation are particularly sensitive to the nature and location of the boundary which separates the low dielectric solute $(\epsilon=1-20)$ from the high dielectric solvent $(\epsilon \approx 80)$.

Traditionally, the dielectric boundary has been an abrupt transition from low to high dielectric values at the molecular surface, as defined by Lee and Richards ${ }^{15}$ or Connolly ${ }^{16}$. Much work has gone into optimizing solute radii for molecular surfaces such that implicit solvent calculations reproduce accurate solvation energies. ${ }^{13,17,18}$ Although molecular surfaces work well for most purposes involving static biomolecular structures, they are problematic for continuum solvent dynamics simulations because they are computationally costly and result in unstable forces which vary rapidly with changes in molecular conformation. ${ }^{19}$ These problems can be avoided by defining a smooth dielectric transition at the solute surface with overlapping atomcentered polynomial or Gaussian functions. ${ }^{19,20}$ The splinesmoothed surface introduced by Im et al., ${ }^{20}$ for example, is particularly well-suited for continuum solvent dynamics simulations because it results in numerically stable and efficient force calculations. Changing the nature of the dielectric transition, however, also changes its optimal location as defined by the solute radii. Not only do splinesmoothed surfaces have a gradual dielectric transition, they also define the low dielectric (internal) volume with a topology that is fundamentally different from the molecular surface. In particular, the spline-smoothed surface introduces interstitial spaces between atoms with significantly higher dielectric values than the remainder of the low dielectric solute volume. For these reasons, radii appropriate for an abrupt transition at the solute surface are not appropriate for spline-smoothed surfaces; ${ }^{21}$ in fact, they result in solvation energies and forces which are overestimated by $10-40 \% .^{22,23}$

Here, we present a novel and efficient method for optimizing the Poisson dielectric boundary on the basis of explicit solvent simulations. Following the work of Wagoner and Baker, ${ }^{5}$ we demonstrate how mean atomic solvation forces can be used alone or in addition to molecular solvation energies to optimize the solute radii for a given partial charge set and surface definition. This approach is closely related to force-matching techniques used in multiscale models ${ }^{24,25}$ and provides atomically detailed information about the performance of implicit solvent models. It is significantly more efficient than previous optimization schemes which have relied on either experimental solvation free energies ${ }^{13,17,26-28}$ or explicit solvent charging free energies. ${ }^{18,21,23,29}$ Its simplicity and efficiency make it ideal for large, unusual,
or highly charged solutes for which solvation energies are unavailable and charging free energies are computationally expensive.

We use this approach to optimize a set of Poisson radii for protein systems defined by spline-smoothed surfaces and AMBER ff99 partial charges. ${ }^{30}$ We compare radii that have been optimized with forces alone to those optimized with forces and energies, showing that the latter are superior when both forces and energies are important. We test our optimized radii against four other commonly used Poisson parameter sets, ${ }^{13,28,30,31}$ each of which has been optimally scaled for spline-smoothed surfaces. Finally, we explore the effects of atom-centered surface definitions on radii optimizations and discuss their limitations in large, globular solutes. Combining the polar parameters developed here with the recently developed and complementary nonpolar parameters ${ }^{5}$ should greatly increase the accuracy of the Poisson-based implicit solvent framework for protein systems.

## II. Theory

A straightforward statistical mechanical formalism for implicit solvent models ${ }^{1,32}$ begins with the potential energy of a solute in an aqueous medium decomposed into

$$
\begin{equation*}
U_{\mathrm{TOT}}(X, Y)=U(X)+U(Y)+U(X, Y) \tag{1}
\end{equation*}
$$

where $X$ and $Y$ are the solute and solvent degrees of freedom, respectively, $U(X)$ is the intramolecular solute potential, $U(Y)$ is the solvent-solvent potential, and $U(X, Y)$ is the solutesolvent potential. The system's free energy is then

$$
\begin{equation*}
-\beta G=\ln \left(\int \mathrm{d} X \int \mathrm{~d} Y \mathrm{e}^{-\beta[U(X)+U(Y)+U(X, Y]}\right) \tag{2}
\end{equation*}
$$

where $\beta=\left(k_{\mathrm{B}} \mathrm{T}\right)^{-1}$ is the inverse thermal energy. Equation 2 can be used to derive a potential of mean force, $W(X)$, in the usual way: ${ }^{1,33}$

$$
\begin{equation*}
\mathrm{e}^{-\beta W(X)}=\frac{\int \mathrm{e}^{-\beta[U(X)+U(Y)+U(X, Y)]} \mathrm{d} Y}{\int \mathrm{e}^{-\beta[U(Y)]} \mathrm{d} Y} \tag{3}
\end{equation*}
$$

Note that the integral of $\mathrm{e}^{-\beta W(X)}$ over the solute degrees of freedom gives $\mathrm{e}^{-\beta \Delta G_{\text {solv }}}$ where $\Delta G_{\text {solv }}$ is the solute's solvation free energy. Choosing the unsolvated solute as the reference state, the solvation free energy of a particular solute conformation $X$ is $\Delta W(X)=W(X)-U(X)$. This solvation free energy can be decomposed into polar and nonpolar terms according to a path-dependent process: phases $1-3$ of the thermodynamic cycle shown in Figure 1. The coupling between polar and nonpolar solvation interactions, which has been demonstrated in several studies (see Dzubiella et al. ${ }^{34,35}$ for discussion), is not explicitly defined in this thermodynamic cycle but implicitly included in the charging phase, $\Delta G_{\mathrm{aq}}^{\mathrm{chg}}$. Decomposition into polar and nonpolar solvation contributions begins by expressing the solute-solvent potential as a sum of polar and nonpolar contributions, ${ }^{1} U(X, Y)$ $=U^{\mathrm{p}}(X, Y)+U^{\mathrm{np}}(X, Y)$, such that

$$
\begin{equation*}
\Delta W(X)=\Delta W^{\mathrm{np}}(X)+\Delta W^{\mathrm{p}}(X) \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{e}^{-\beta \Delta W^{\mathrm{np}}(X)}=\frac{\int \mathrm{e}^{-\beta\left[U(Y)+U^{\mathrm{np}}(X, Y)\right]} \mathrm{d} Y}{\int \mathrm{e}^{-\beta[U(Y)]} \mathrm{d} Y} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{e}^{-\beta \Delta W^{\mathrm{p}}(X)}=\frac{\int \mathrm{e}^{-\beta\left[U(Y)+U^{\mathrm{mp}}(X, Y)+U^{\mathrm{p}}(X, Y)\right]} \mathrm{d} Y}{\int \mathrm{e}^{-\beta\left[U(Y)+U^{\operatorname{np}(X, Y)]}\right.} \mathrm{d} Y} \tag{6}
\end{equation*}
$$

These contributions can be calculated in two successive stages of a free energy perturbation or thermodynamic integration ${ }^{36}$ according to

$$
\begin{equation*}
\Delta W^{\mathrm{np}}(X)=\int_{0}^{1} \mathrm{~d} \lambda_{1}\left\langle\frac{\partial U^{\mathrm{np}}(X, Y)}{\partial \lambda_{1}}\right\rangle_{\left(\lambda_{2}=0\right)} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta W^{\mathrm{p}}(X)=\int_{0}^{1} \mathrm{~d} \lambda_{2}\left\langle\frac{\partial U^{\mathrm{p}}(X, Y)}{\partial \lambda_{2}}\right\rangle_{\left(\lambda_{1}=1\right)} \tag{8}
\end{equation*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ are coupling parameters that scale the nonpolar and polar solvent-solute interactions from 0 (off) to 1 (on). The polar contribution is therefore a "charging free energy" but is often referred to as the polar solvation free energy. The mean forces can be obtained by differentiation of $W(X)$ with respect to the solute coordinates ${ }^{1}, X$

$$
\begin{equation*}
\left\langle F^{\mathrm{np}}(X)\right\rangle=-\frac{\partial W^{\mathrm{np}}(X)}{\partial X}=-\left\langle\frac{\partial U^{\mathrm{np}}(X, Y)}{\partial \mathrm{X}}\right\rangle_{\mathrm{np}} \tag{9}
\end{equation*}
$$

and

$$
\begin{array}{r}
\left\langle F^{\mathrm{p}}(X)\right\rangle=-\frac{\partial W^{\mathrm{p}}(X)}{\partial X}=-\left\langle\frac{\partial U^{\mathrm{p}}(X, Y)}{\partial \mathrm{X}}+\frac{\partial U^{\mathrm{np}}(X, Y)}{\partial \mathrm{X}}\right\rangle_{\mathrm{p}}+ \\
\left\langle\frac{\partial U^{\mathrm{np}}(X, Y)}{\partial \mathrm{X}}\right\rangle_{\mathrm{np}} \tag{10}
\end{array}
$$

where $\langle\cdots\rangle_{\mathrm{np}}$ and $\langle\cdots\rangle_{\mathrm{p}}$ denote the ensemble averages with nonpolar only and full (nonpolar and polar) solute-solvent interactions, respectively.

In this work, we will focus on polar contributions, $\Delta W^{\mathrm{p}}$ $(X) \equiv \Delta G_{\mathrm{solv}}^{\mathrm{p}}$ and $\left\langle F^{\mathrm{p}}(X)\right\rangle \equiv \bar{F}^{\mathrm{p}}$. A similar treatment of nonpolar contributions, presented by Wagoner and Baker, ${ }^{22}$ was utilized to optimize nonpolar implicit solvent parameters with explicit solvent forces. ${ }^{5}$ The goal of the present work is to optimize polar parameters, specifically the solute radii used to define spline-smoothed dielectric boundaries in protein systems, by fitting Poisson solvation free energies and forces to explicit solvent charging free energies and mean atomic forces.

Our approach assumes that polar parameters are independent of the solute's conformation and polar-nonpolar coupling. Though this is clearly an approximation, ${ }^{34,35}$ it may be a reasonable approximation for biomolecular systems because they are predominantly composed of similar subunits (e.g., amino and nucleic acids) with significant solutesolvent dispersion interactions. Previous efforts have shown that optimizing complementary polar and nonpolar parameters in a system- or atom-dependent manner can result in

Table 1. Force and Force-Energy-Optimized Radii

| atom name ${ }^{\text {a }}$ | residues | opt. radiib | opt. radiic ${ }^{\text {c }}$ |
| :---: | :---: | :---: | :---: |
| Backbone |  |  |  |
| C | all | 2.338 | 2.317 |
| O | all | 1.766 | 1.732 |
| N | all | 2.331 | 2.399 |
| CA | all except G | 2.425 | 2.428 |
| CA | G | 2.122 | 2.353 |
| CAY/CAT | ACE,NME | 2.022 | 2.148 |
| Side Chains |  |  |  |
| CB | D,E,C,H,M,F,S,T,W,Y | 2.128 | 2.231 |
| CB | A,R,N,Q,I,L,K,V | 2.209 | 2.576 |
| CG* | R,Q,I,L,K,M,T,V | 2.414 | 2.414 |
| CG | H,F,W,Y | 2.147 | 2.136 |
| CG/CD | N, Q, D | 2.197 | 2.353 |
| CG | E | 2.195 | 2.341 |
| CB/CG/CD | P | 2.506 | 2.440 |
| CD | R,K | 2.316 | 2.442 |
| CD* | I,L | 2.640 | 2.559 |
| CD*/CE*/CZ | H,F,W,Y | 2.282 | 2.217 |
| CE | M | 1.940 | 1.972 |
| CZ/CE | R,K | 2.398 | 2.461 |
| OD*/OE* | N,Q,D,E | 1.729 | 1.756 |
| OG* | S,T | 1.956 | 2.101 |
| OH | Y | 1.871 | 2.108 |
| NE, $\mathrm{NH}^{*}$, NZ | R,K | 2.323 | 2.328 |
| ND2/NE2 | N, Q | 2.122 | 2.397 |
| ND1,NE2 | H | 1.927 | 2.040 |
| NE1 | W | 1.880 | 1.960 |
| SG/SD | C,M | 2.406 | 2.337 |
| Hydrogens ${ }^{\text {d }}$ |  |  |  |
| type H | bb HN | 1.244 | 1.388 |
| type H | bound to N | 1.228 | 1.302 |
| type HO/HS | bound to O/S | 0.999 | 0.917 |
| type H1/HP | polar | 1.905 | 2.019 |
| type HC/HA | nonpolar | 1.809 | 1.680 |

${ }^{\text {a }}$ Radius groups are distinguished by AMBER atom names for all heavy atoms and by atom type for hydrogen atoms. ${ }^{b}$ Final radii [Å] from force optimizations. ${ }^{c}$ Final radii $[\hat{A}]$ from force and energy optimizations. ${ }^{d}$ Hydrogens specified by atom type with type " H " divided into two groups: amide backbone "HN" and all other N -bound hydrogens.
fairly accurate, though sometimes system-dependent, solvation frameworks. ${ }^{13,26,27}$ The SM $x$ models, for example, can predict solvation free energies for neutral molecules with errors less than $1 \mathrm{kcal} / \mathrm{mol}$ and have shown recent success in treating charged solutes and ions with the addition of an explicit water molecule. ${ }^{26,27}$ Thus, combining the presented polar parameters with complimentary nonpolar parameters ${ }^{5}$ should result in a complete Poisson-based implicit solvent framework for protein systems that is accurate to the exclusion of polar-nonpolar coupling, conformational dependence, and the limitations of mean-field theories.

## III. Methods

Force-based optimizations involve three steps, which are described in more detail below. First, explicit solvent forces are collected for each solute in the training set in one or more fixed conformations. Next, the continuum calculations are set up such that energies and forces are well converged,
that is, independent of grid resolution, boundary conditions, and so forth. Finally, the Poisson atomic radii are optimized to reproduce the explicit solvent forces. Optimizations using both energies and forces additionally require calculating explicit solvent charging free energies with thermodynamic integration or free energy perturbation simulations as previously reported. ${ }^{23}$

Training Sets. To test the limitations of our methodology, we began by optimizing each atomic radius in three nonzwiterionic $N$-acetyl-X- $N^{\prime}$-methylamide dipeptides, where X represents alanine with $\phi / \psi$ angles of $180^{\circ} / 180^{\circ}$ (ala1), alanine with $\phi / \psi$ angles of $-60^{\circ} /-40^{\circ}$ (ala2), and serine with $\phi / \psi$ angles of $180^{\circ} / 180^{\circ}$ (ser). As previously described, ${ }^{23}$ using simple PARSE, Bondi, or AMBER-vdW atom types limits the accuracy of the resulting parameters because of significant differences in the solvation structures, energies, and forces for atoms within these atom types. Therefore, we used 31 "atom types" or radius groups (Table 1) which were previously identified as having similar chemical signatures and surrounding solvation structures according to explicit solvent charge distribution functions. ${ }^{23}$

The training and test sets are summarized in Table 2. We used two sets of model systems in our force-based optimizations. The first set was two conformations of intestinal fatty acid binding protein (IFABP) representing highly populated conformational clusters from an a priori fully equilibrated explicit solvent simulation. ${ }^{22}$ The second set was two short polypeptide chains: Trpcage (PDB ID 112 y$)^{37}$ and the C-terminal fragment (residues 41-56) of protein G (PDB ID 2 gb 1 ), ${ }^{38}$ hereafter called G-peptide. In the energy- and force-based optimizations, we additionally used the explicit solvent charging free energies of 20 N -acetyl-X- $N^{\prime}$-methylamide dipeptides, where X represents each of the amino acids $\left(\phi / \psi\right.$ angles of $\left.180^{\circ} / 180^{\circ}\right)$ and seven polyalanine peptides with common secondary structures (three $\beta$ turns, two helices, and two $\beta$ hairpins). Each of the polyalanine peptides was modeled from fragments of lysozyme (PDB ID 1ati) or crambin (PDB ID 1ejg), which were mutated to polyalanine and capped with neutral blocking groups. The specific peptide conformations and explicit solvent charging free energies were previously reported. ${ }^{23}$

Testing Sets. To determine if the optimized radii are transferable to molecules outside of the training set, we used the forces and solvation energies of the other test systems (e.g., the Trpcage and G-peptide forces for the IFABP-forcetrained radii) as well as the solvation energies of the following molecules: Trpcage, G-peptide, two additional proteinlike polypeptides, five new polyalanine peptides, and 20 amino acid dipeptides in a new side chain and backbone conformation $\left(\phi / \psi\right.$ angles of $\left.-60^{\circ} /-40^{\circ}\right) .^{23}$ We also used the forces of IFABP in six new conformations. The relative root-mean-square deviation (RMSD) values for all eight IFABP structures ranged from 1.2 to $2.2 \AA .{ }^{22}$ All of the aforementioned systems were used to compare the optimized radii to four other continuum parameter sets: AMBER ff99 partial charges combined with $f f 99$ van der Waals (vdW) radii, ${ }^{30}$ Bondi radii, ${ }^{31}$ and a set of radii recently published by Luo et al., ${ }^{28}$ as well as the PARSE parameters (charges

Table 2. Solutes Used to Train and Test Radii on the Basis of Explicit Solvent Forces or Energies

| training sets <br> solute[s] | quantity <br> used | trained radii | additional test sets <br> solute[s] |
| :--- | :--- | :--- | :--- |
| IFABP conformations $1 \& 2$ | forces | f-opt 1 | IFABP conformations 3-8 |
| Trpcage \& G-peptide | forces | f-opt 2 and fe-opt | 20 dipeptides conformation 2 |
| 20 dipeptides conformation 1 | energies | fe-opt | polyalanine peptides $8-12$ |
| polyalanine peptides 1-7 | energies | fe-opt | 4 proteinlike peptides |

and radii). ${ }^{13}$ Each of the comparison parameter sets was scaled for use with spline-smoothed surfaces as described below.

Explicit Solvent Forces. As shown in eq 10, the polar solvation forces are calculated by subtracting the nonpolar solvation forces from the total forces ( $\bar{F}^{\mathrm{p}}=\bar{F}^{\mathrm{np}+\mathrm{p}}-\bar{F}^{\mathrm{np}}$ ). The nonpolar forces are averaged from an ensemble generated with only nonpolar ( vdW ) solute-solvent interactions, while the total forces are averaged over an ensemble generated with both polar (electrostatic) and nonpolar solvent-solute interactions. Thus, the calculation of polar forces requires two simulations: one with all solute-solvent interactions and one with only nonpolar solute-solvent interactions (i.e., solute charges set to zero).

The IFABP simulations were performed, as previously reported, ${ }^{5}$ with the AMBER $f f 99^{30}$ force field using AMBER 7 software. ${ }^{39}$ Eight conformations were obtained by clustering a 2.5 ns simulation which started from a nuclear magnetic resonance structure (PDB ID 1ael) ${ }^{40}$ and was run in TIP3P water in the presence of $\sim 160 \mathrm{mM} \mathrm{NaCl}$ at 300 K and 1 atm of pressure. The clusters were calculated with the single linkage algorithm available in GROMACS ${ }^{41}$ using a $1.0 \AA$ cutoff over all main-chain atoms. The eight resulting clusters accounted for $81 \%$ of the trajectory structures. Each conformation was then constrained via belly dynamics ${ }^{39}$ and simulated for 1.05 ns with SHAKE-enabled 2 fs time steps under isobaric-isothermal conditions. The forces for conformations $3-6$ were averaged from 250 snapshots taken every 4 ps from the last nanosecond of simulation. The simulations of conformations 1 and 2 were extended an additional 4 ns , and forces were averaged from 1000 snapshots taken every 4 ps from the last 4 ns of simulation. Comparing these forces with those averaged from the last nanosecond of an independent 1.05 ns simulation resulted in an average squared residual of $0.08556 \mathrm{kcal} / \mathrm{mol} \AA$, indicating that the forces were well-converged.

Trpcage, G-peptide, and the three dipeptides (ala1, ala2, ser) were simulated with the AMBER ff99 converted to CHARMM format and the CHARMM software (version 31a1). ${ }^{42}$ The solutes were protonated and solvated in a sphere of TIP3P water molecules that extended $10.0 \AA$ beyond the solute, resulting in three to four hydration shells. The spherical solvent boundary potential including Kirkwood's multipolar expansion reaction field was used to approximate the influence of bulk water beyond the explicit water sphere. ${ }^{43}$ This model was previously used in the free energy perturbation simulations to calculate charging free energies ${ }^{23}$ because it alleviates difficulties that result from perturbing charged systems with periodic boundary conditions. It was chosen here for consistency with the molecular charging free energies. It has been shown to give reliable results for
proteins, nucleic acids, and small molecules. ${ }^{1,18,44}$ All solute atoms were restrained to their original coordinates. The solvent was first energy-minimized with 50 steps of steepest descent followed by 1000 steps of the ABNR method and then equilibrated for 200 ps. Langevin dynamics were employed at a constant temperature ( 300 K ) using SHAKEenabled 2 fs time steps, infinite cutoffs for nonbonded interactions, and a friction constant corresponding to a relaxation time of 5 ps applied to water oxygen atoms.

The peptide forces were averaged from snapshots taken every 0.2 ps over 500 ps of pre-equilibrated simulation for a total of 2500 conformations. Comparing forces from the first 200 ps with those from the full 500 ps resulted in a root-mean-square deviation $\left(\mathrm{RMSD}_{-} \bar{F}^{\mathrm{p}}\right)$ of $0.187 \mathrm{kcal} / \mathrm{mol} / \AA$ and an average relative error of $0.0884 \mathrm{kcal} / \mathrm{mol} / \AA ̊$, demonstrating reasonable convergence after only 200 ps . Comparing duplicate 500 ps simulations of the dipeptides dropped RMSD_ $\bar{F}^{\mathrm{p}}$ to $0.05-0.09 \mathrm{kcal} / \mathrm{mol} / \AA$, which was considered sufficient convergence. Because the IFABP and peptide systems were used in independent optimizations, the effects of the different simulation protocols for these two systems are expected to be minor.

Implicit Solvent Forces. All implicit solvent energies and forces were calculated with the Adaptive Poisson-Boltzmann Solver (APBS; http://apbs.sf.net/) version 0.4.0. ${ }^{45}$ APBS employs the analytical method of Im et al. ${ }^{20}$ to evaluate polar solvation forces. In particular, the dielectric function, $\epsilon(r)$, is defined by overlapping atom-centered cubic polynomials

$$
\epsilon(r)=1+\left(\epsilon_{\mathrm{s}}-1\right) \prod_{i} H_{i}\left(\left|r-r_{i}\right|\right)
$$

where $\epsilon_{\mathrm{s}}$ is the dielectric coefficient for the solute, $H_{i}$ is the

$$
\begin{aligned}
& H_{i}(r)= \\
& \begin{cases}{\left[\begin{array}{ll}
0 & -1 \\
4 w^{3} \\
1 & \left.r-R_{i}+w\right)+\frac{3}{4 w^{2}}\left(r-R_{i}+w\right)^{2} \\
R_{i}-w<r<R_{i}+w \\
& r \geq R_{i}+w
\end{array}\right]}\end{cases}
\end{aligned}
$$

polynomial for each atomic sphere, $r$ is the distance from a point in the system and atom $i, R_{i}$ is that atom's radius, and $w$ is the half-width of the transition region. ${ }^{20}$ The resulting total solvation force is composed of three terms: a reaction field force due to interaction of the solute charge with the total electric field, a dielectric boundary force due to spatial variation in the dielectric function, and an ionic boundary force for systems with ions. The last term was zero in this study because we used zero bulk ionic strength. The abruptness of the transition between the solute and solvent
values in these spline-smoothed surfaces is controlled by the spline window half-width, $w$, a user-defined parameter in APBS. We optimized our radii with the recommended value, $w=0.3 \AA$. We additionally scaled these radii for spline windows $0.2 \AA \leq w \leq 1.0 \AA$ with both force- and force-energy-based genetic algorithm optimizations (as described below). The Poisson equation was solved at a temperature of 300 K with the multiple Debye-Hückel sphere boundary condition and cubic B-spline charge discretization. We used the experimental solvent dielectric of 78.4, which differs from the reported dielectric constants ${ }^{46,47}$ of $91-104$ for TIP3P water ${ }^{48}$ but is consistent with typical values used with implicit solvent models. Calculations run with the PARSE parameters used a solute dielectric of 2.0 in agreement with their original development. ${ }^{13}$ All other calculations used a solute dielectric of 1.0 , which is appropriate for calculations that explicitly sample solute conformations and desirable for consistency with nonpolarizable force fields. It is important to ensure that the chosen continuum parameters, particularly the grid parameters, provide sufficient spatial resolution to ensure the convergence of energies and forces. We compared the energies and forces calculated with successively finer grids (down to $0.10 \AA$ ) and selected production calculation grid parameters that resulted in relative errors below $0.5 \%$. Our final grids had resolutions of either 0.2 or $0.25 \AA$, depending on the solute, and overall dimensions which extended beyond the solute by $35 \%$ of its length in each dimension.

Genetic Algorithm Optimizations. We used a genetic algorithm to optimize the radii from various starting values (AMBER ff99 vdW, Bondi, and our previously published smooth boundary radii ${ }^{23}$ ) to their final values. Populations of 50 solutions were run for 10 to 100 generations. The initial populations were generated from a uniform distribution that varied from 0.1 to $0.3 \AA$ around the starting values, depending on the optimization. The fitness of each solution was evaluated, and the next population was generated via selection, crossover, and mutation. Selections were based on the stochastic universal sampling algorithm, ${ }^{49}$ which chooses solutions on the basis of a probability proportional to their fitness

$$
\begin{equation*}
p_{i}=\frac{f_{i}}{\sum_{j=1}^{N} f_{j}} \tag{11}
\end{equation*}
$$

where $p_{i}$ is the probability that solution $i$ will be selected and $f_{i}$ is its fitness defined by

$$
\begin{equation*}
f_{i}=\left(1+\mathrm{RMSD}_{-} \bar{F}_{i}^{\mathrm{p}}\right)^{-1} \tag{12}
\end{equation*}
$$

where $\mathrm{RMSD}_{-} \bar{F}^{\mathrm{p}}$ is the standard deviation of all 3 N force components in an N -atom system for the radii solution set, $i$. The fitness scores range from 0 (poor) to 1 (perfect). A uniform crossover process in which two solutions from the previous generation were randomly distributed to two new solutions was applied to either $80 \%$ or $90 \%$ of the population, while mutations selected from a Gaussian distribution with standard deviations which ranged from $\pm 0.025$ to $\pm 0.1 \AA$ were applied to anywhere from $5 \%$ to $30 \%$ of the population.

The various different crossover and mutation values were tested to ensure that the final solutions were not an artifact of limiting genetic algorithm run parameters. This process was repeated until a desired fitness was reached or the maximum number of generations was exceeded.

As we will demonstrate, accurately fit solvation forces do not necessarily ensure accurate solvation energies. Thus, we ran a second set of optimizations that incorporated the solvation energies of 20 amino acid dipeptides and seven polyalanine peptides as well as the Trpcage and G-peptide solvation forces into the fitness function according to

$$
\begin{equation*}
f_{i}=\left[1+1 / 2\left(\mathrm{RMSD}_{-} \bar{F}_{i}^{\mathrm{p}}+\mathrm{AAE}_{-} \Delta G_{p_{-} i}^{\mathrm{solv}}\right)\right]^{-1} \tag{13}
\end{equation*}
$$

where $\mathrm{RMSD}_{-} \bar{F}^{\mathrm{p}}$ is defined as before and AAE_ $\Delta G_{p_{-} i}^{\text {solv }}$ is the average absolute error for the 27 solutes' polar solvation energies for solution set $i$. Because the optimal RMSD_ $\bar{F}^{\text {p }}$ and AAE_ $\Delta G_{p_{-} i}^{\text {solv }}$ terms are not known a priori, it is not possible to define a fitness function that would weight the forces and energies equally. Equation 13 was chosen to give a small bias to energies over forces based on previously computed AAE_ $\Delta G_{p_{-} i}^{\text {solv }}$ values ( $\sim 0.9-4.0 \mathrm{kcal} / \mathrm{mol}$ ) which were slightly larger than the $\mathrm{RMSD} \bar{F}^{\mathrm{p}}$ values $(\sim 0.7-1.5$ $\mathrm{kcal} / \mathrm{mol} / \AA$ ).

Scaling Radii for Spline-Smoothed Surfaces. Because the spline-smoothed surface brings high dielectric values closer to each atom's center than the molecular surface does, radii that work well with molecular surfaces overestimate solvation energies and forces by $10-40 \%$ when used with spline-smoothed surfaces. ${ }^{22,23}$ A first-order correction to this overestimation is to scale each radius by a single factor, $x$, according to

$$
\begin{equation*}
R_{\text {new }}=R_{\text {orig }}+x \tag{14}
\end{equation*}
$$

where $R_{\text {new }}$ is the new radius and $R_{\text {orig }}$ the original. The four parameter sets chosen to benchmark our optimized radii are all intended for use with molecular surfaces. Therefore, to make a fair comparison, we had to determine the best scaling factor, $x_{\text {best }}$, for each set of radii. We chose to do this using force-only and force- and energy-based optimization schemes analogous to those used in our radii optimizations described above. We used the same approach to scale down our splinesmoothed radii from Table 1 for molecular surfaces in order to compare the two surface topologies (molecular and splinesmoothed) directly. Finally, we scaled our radii (Table 1), which use a spline window half-width of $w=0.3 \AA$, for different spline window half-widths ranging from $w=0.2$ to $1.0 \AA$. We selected this scaling function (eq 14) over that used in previous optimizations, $R_{\text {new }}=x\left(R_{\text {orig }}+w\right),{ }^{21}$ because it resulted in slightly higher final fitness values and converged in one to three fewer generations.

## IV. Results

Dipeptide Test Case. It is important know the optimal degree of accuracy one can expect from the presented methodology, that is, the instrinsic limitations of force- and force-energy-based parametrizations. To address this question, we generated "perfect (Poisson) radii" ${ }^{50}$ by optimizing every atom's radius in three simple dipeptides, alanine in

Table 3. Individually Optimized Radii

|  | force-optimized ala1 radii |  | force-energy-optimized ala1 radii |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \Delta G_{\text {solv }}{ }^{\text {a }}$ | RMSD_F ${ }^{6}$ | $\Delta \Delta G_{\text {solv }}{ }^{\text {a }}$ | RMSD_F ${ }^{\text {b }}$ |
| ala1 | -1.753 (0.290) | 0.147 (0.009) | 0.000 (0.005) | 0.244 (0.025) |
| ala2 | -1.594 (0.336) | 0.358 (0.013) | 0.152 (0.073) | 0.432 (0.026) |
| ser | -3.314 (0.247) | 0.344 (0.020) | -1.633 (0.164) | 0.333 (0.046) |
|  | force-optimized ala2 radii |  | force-energy-optimized ala2 radii |  |
|  | $\Delta \Delta G_{\text {solv }}{ }^{\text {a }}$ | RMSD_F ${ }^{\text {b }}$ | $\Delta \Delta G_{\text {solv }}{ }^{\text {a }}$ | RMSD_F ${ }^{\text {b }}$ |
| ala1 | -1.865 (0.359) | 0.302 (0.009) | -0.054 (0.103) | 0.287 (0.020) |
| ala2 | -1.906 (0.265) | 0.160 (0.003) | -0.001 (0.005) | 0.322 (0.046) |
| ser | -3.810 (0.391) | 0.412 (0.011) | -1.820 (0.168) | 0.342 (0.027) |
|  | force-optimized ser radii |  | force-energy-optimized ser radii |  |
|  | $\Delta \Delta G_{\text {solv }}{ }^{\text {a }}$ | RMSD_F ${ }^{\text {b }}$ | $\Delta \Delta G_{\text {solv }}{ }^{\text {a }}$ | RMSD_F ${ }^{\text {b }}$ |
| ala1 | -0.603 (0.210) | 0.291 (0.036) | 1.476 (0.171) | 0.422 (0.027) |
| ala2 | -0.450 (0.209) | 0.390 (0.009) | 1.603 (0.148) | 0.616 (0.024) |
| ser | -2.420 (0.233) | 0.200 (0.009) | 0.000 (0.002) | 0.418 (0.025) |
|  | force-optimized radii |  | force-energy-optimized radii |  |
|  | $\Delta \Delta G_{\text {solv }}{ }^{\text {c }}$ | RMSD_F ${ }^{\text {d }}$ | $\Delta \Delta G_{\text {solv }}{ }^{\text {c }}$ | RMSD_F ${ }^{\text {d }}$ |
| ala1 | 0.376 | 0.262 | 0.217 | 0.265 |
| ala2 | 0.569 | 0.444 | 0.449 | 0.476 |
| ser | -0.831 | 0.560 | -0.842 | 0.598 |

[^22]two different conformations (ala1 and ala2) and serine (ser). We used both the force- and the force-energy-based approaches (eqs 11 and 12, respectively). To ensure that the results were independent of the genetic algorithm run and the parameters, the optimizations were repeated 30 times varying the initial population distribution from $\pm 0.1$ to 0.4 $\AA$, the mutation distribution from $\pm 0.025$ to $0.1 \AA$, and the mutation ratio from 0.05 to 0.4 (i.e., mutations were applied to $5-40 \%$ of the solutions in the next generation). The resulting force and polar solvation energy statistics (shown in Table 3) demonstrate errors that are larger than the inherent errors in the explicit and implicit calculations. The explicit solvation energy and force errors were $\Delta \Delta G_{\mathrm{p}}^{\text {solv }} \approx 0.02$ $0.17 \mathrm{kcal} / \mathrm{mol}$ and $\mathrm{RMSD} \_\bar{F}^{\mathrm{p}} \approx 0.05-0.09 \mathrm{kcal} / \mathrm{mol} \AA$, respectively, while the continua were $\Delta \Delta G_{\mathrm{p}}^{\text {solv }} \approx 0.03 \mathrm{kcal} /$ mol and $\mathrm{RMSD} \_\bar{F}^{\mathrm{p}} \approx 0.05 \mathrm{kcal} / \mathrm{mol} \AA$.

There are five key points to take away from this example. First, the genetic algorithm solution space is highly frustrated. The majority of optimizations generated solutions of similar fitness but unique parameters, indicating that there are multiple solutions even for simple molecules with independently fit radii. Second, the explicit solvent forces cannot be perfectly reproduced even with independently fit radii. Whether this discrepancy is caused by the limited dielectric definition (i.e., the union of spline-smoothed spheres) or limitations in the Poisson equation itself (i.e., the assumption of linear and local solvent response) is not clear. It is our
expectation that all of these limitations contribute to the differences between explicit and implicit solvation forces but that the limited dielectric definition is the major source of error. This analysis suggests that the limit of accuracy for implicit solvent forces calculated with this surface is RMSD_ $\bar{F}^{\mathrm{p}} \gtrsim 0.15 \mathrm{kcal} / \mathrm{mol} \AA$. Third, each solute has a unique set of optimal continuum radii. When the force-optimized radii for the serine peptide are used on alanine or vice versa, the average $\mathrm{RMSD} \_\bar{F}^{\mathrm{p}}$ increases by 0.14 to $0.21 \mathrm{kcal} / \mathrm{mol}$ A. Similarly, when the force-energy-optimized radii are switched, the average $\Delta \Delta G_{\mathrm{p}}^{\text {solv }}$ decreases from $\sim 0.0$ to between -1.820 and $-0.054 \mathrm{kcal} / \mathrm{mol}$. Because serine and alanine share many of the same atom types, these increased errors indicate that neighboring atoms change the optimal continuum radius for a specific atom type. Fourth, the solute's conformation also changes the optimal continuum radii. When the radii are switched for ala1 and ala2, we observe a similar, though less dramatic, increase in the average $\mathrm{RMSD} \_\bar{F}^{\mathrm{p}}$ by 0.15 to $0.16 \mathrm{kcal} / \mathrm{mol} \AA$ and a change in the average $\Delta \Delta G_{\mathrm{p}}^{\text {solv }}$ to between -0.054 and $0.152 \mathrm{kcal} /$ mol. Although the goal of optimizing radii with multiple solutes and conformations is to find a solution set which is transferable to similar solutes and to different solute conformations, it is not likely that such a solution set will be more accurate than radii that are individually optimized for these three very similar peptides. Thus, one can expect the limit of accuracy of force-optimized radii used on varying

Table 4. Summary of Force RMSDs and Solvation Energy Average Absolute Errors (AAEs) for Optimized Radii and Comparison Parameter Sets

| parameters ${ }^{\text {a }}$ | $x_{\text {best }}$ | RMSD_F [kcal/mol/Å] |  | AAE_ $\Delta G_{\text {solv }}[\mathrm{kcal} / \mathrm{mol}]$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Trpcage \& G-peptide ${ }^{b}$ | IFABP ${ }^{\text {c }}$ | di/poly-ala peptides ${ }^{d}$ | di/poly-ala peptides ${ }^{e}$ | protein | peptides ${ }^{f}$ |
| Amber-f | 0.378 | 0.870 | 1.020 | 4.953 | 4.719 | 20.296 | 7.60\% |
| Amber-fe | 0.281 | 1.055 | 1.222 | 1.986 | 1.873 | 14.997 | 6.02\% |
| Parse-f | 0.236 | 1.801 | 2.438 | 4.766 | 6.346 | 26.608 | 10.99\% |
| Parse-fe | 0.310 | 1.822 | 2.178 | 2.944 | 3.342 | 11.213 | 4.00\% |
| Parse0-f | 0.236 | 1.812 | 2.456 | 4.186 | 4.346 | 27.778 | 11.47\% |
| Parse0-fe | 0.269 | 1.816 | 2.327 | 3.929 | 3.342 | 14.725 | 6.23\% |
| Bondi-f | 0.311 | 1.216 | 1.460 | 3.314 | 2.356 | 28.122 | 11.29\% |
| Bondi-fe | 0.373 | 1.240 | 1.443 | 1.088 | 0.971 | 7.014 | 2.99\% |
| Luo-f | 0.403 | 0.923 | 1.014 | 5.565 | 5.173 | 15.108 | 5.67\% |
| Luo-fe | 0.283 | 1.150 | 1.360 | 1.902 | 1.949 | 26.472 | 10.74\% |
| IFABP Opt-f | na | 0.750 | 0.906 | 4.136 | 3.799 | 11.379 | 4.35\% |
| optimized-f | na | 0.656 | 0.971 | 1.035 | 0.832 | 7.4545 | 3.00\% |
| optimized-fe | na | 0.743 | 1.029 | 0.453 | 0.536 | 5.7164 | 2.04\% |

${ }^{\text {a }}$ Optimized radii and comparison parameter sets scaled by scaling factor, $x_{\text {best }}$ [ $\AA$ ], that was fit with forces (-f) or forces and energies (-fe) according to $R_{\text {new }}=R_{\text {orig }}+x .^{b}$ Trpcage and G-peptide forces used in force and force-energy training sets. ${ }^{c}$ IFABP forces used in IFABP force optimization training set. ${ }^{d}$ Dipeptides and polyalanine peptides used in force-energy training set. ${ }^{e}$ Dipeptide and polyalanine peptides not used in training set. ${ }^{f}$ Four proteinlike peptides not used in training sets.
conformations and across unique amino acid architectures to be $\mathrm{RMSD} \_\bar{F}^{\mathrm{p}} \approx 0.29 \mathrm{kcal} / \mathrm{mol} \AA$ and that of force-energy-optimized radii to be $\Delta \Delta G_{\mathrm{p}}^{\text {solv }} \approx 0.05 \mathrm{kcal} / \mathrm{mol}$. Our optimized radii show errors just above these limits for both forces and solvation energies (Table 3).

Finally, the best-fit forces do not necessarily result in accurate solvation energies. In fact, the solvation energies are overestimated by the individually force-optimized radii by between 0.45 and $3.81 \mathrm{kcal} / \mathrm{mol}$ ! This apparent contradiction to the theoretical framework presented in section II is caused by a fundamental difference in the implicit and explicit solvent potentials. The relationship presented in eq 10 is exact within a given solvent model, and it can be used to fit the implicit potential of mean force to the explicit potential of mean force, as we are attempting to do here. However, fitting the directional derivative (i.e., force) of the potential of mean force from one solvent model to the other does not guarantee that the change in free energy will be equally well-fit. In fact, the approximate, at best, agreement between implicit and explicit solvent potentials of mean force for salt bridges and hydrogen bonds ${ }^{51,52}$ suggests that more accurate forces would necessitate less accurate energies. The results shown in Tables 3 and 4 support this hypothesis.

Protein Radii Optimizations. Similar to the dipeptides, the solution space for the force- and force-energy-based optimizations was also highly frustrated with many similarly well-fit solutions. The various different starting radii (AMBER ff99 vdW, Bondi, and our previously optimized radii) had no distinguishable effect on the final solutions. However, the choice of starting radii did affect the speed of the optimizations, with the latter two sets being the most efficient. Increasing the number of target values generally decreases the frustration in the solution space. Thus, using 3 N atomic solvation forces as opposed to one solvation energy for an N -atom solute makes the optimization substantially more efficient and decreases the likelihood that the final solution is locally trapped far from the global
minimum. The force-based optimizations reached complete convergence; that is, the same solution set was found for five consecutive generations, in a single evolution of $20-$ 80 generations. The force-energy-based optimizations never reached complete convergence but converged to a minimum fitness deviation ( $\Delta \mathrm{RMSD} \_\bar{F}^{\mathrm{p}} \leq 0.002$ ) in one to two evolutions of $\sim 65$ generations. Both the force- and force-energy-based optimizations were considerably faster than our previous optimizations, which used solvation energies alone and took six or more evolutions to reach a minimum fitness convergence.

Ideally, both continuum forces and energies would be faithfully predicted by a single parameter set. However, the discrepancy in implicit and explicit potentials demonstrated by the dipeptides suggests that the accuracy of one or the other must be sacrificed. This was indeed the case for the protein radii as shown in Table 4. The force-optimized radii performed $5.6-11.7 \%$ better on forces, while the force-energy-optimized radii perform $35.6-56.2 \%$ better on polar solvation energies. Depending on the particular problem at hand, accuracy in individual forces or overall energies may be more important; thus, both sets are presented in Table 1. However, we recommend the force-energy-optimized radii for general applications where accuracy in both forces and energies is important. The force-optimized radii presented in column 2 of Table 1 are those from Trpcage and G-peptide optimizations. As described below, radii obtained from these two systems provide much better global accuracy than those fit from IFABP simulations.

Effects of Interstitial High Dielectrics. The two model systems used in the force-based optimizations resulted in strikingly different solution sets. The IFABP radii were $1-10 \%$ larger than the Trpcage and G-peptide radii and underestimated solvation energies by $1-26 \%$ (Table 4). Close inspection of the IFABP atomic forces that were being significantly over- and underestimated revealed the source of this discrepancy: the significant outliers were atoms found
near interstitial high dielectrics (IHDs). IHDs are regions which have a higher dielectric value (i.e., are solvent) in atom-centered dielectric functions but a low dielectric value (i.e., are solute) in molecular surfaces. They are, by definition, too small for an explicit water molecule to penetrate. The dielectric constant in these regions is the same as the solvent's $(\epsilon \approx 80)$ in a van der Waals surface (the envelope surrounding unsmoothed atomic spheres) but can take on a range of values $(1<\epsilon \leq 80)$ in spline-smoothed surfaces. IHDs can be identified by comparing molecular and splinesmoothed surface topologies. As described in the Methods, it was necessary to scale down our spline-smoothed radii (Table 1) in order to define a realistic molecular surface that could be compared to our optimal spline-smoothed surfaces. The scaling factors and solvation energies for molecular surfaces are presented in the Supporting Information. Using unscaled spline-smoothed radii would place the molecular surface too far from the solute, overestimating the solute volume and, hence, overestimating the volume of IHDs. The optimal scaling factor for the force-optimized radii was $x_{\text {best }}$ $=-0.275 \AA$.

Figure 2 shows a series of slices through the dielectric map of IFABP. The magnitude of IHDs, demonstrated by comparing the molecular surface (panel A) and the splinesmoothed surface (panel B) through a single plane of intersection, is consistent through the entire structure. Both surfaces are rendered in panels $C-E$ to show three examples of atoms with significantly overestimated continuum forces: tyr 70 OH , ser 109 OG , and glu 85 N are next to IHDs with volumes of $41.06,20.44$, and $13.47 \AA^{3}$, respectively. This overestimation occurs regardless of the parameter set used to define each atom's radius; it is $3.6,4.5$, and $2.9 \mathrm{kcal} /$ $\mathrm{mol} / \AA$ and $2.8,1.9$, and $3.7 \mathrm{kcal} / \mathrm{mol} / \AA$ for the Trpcage $/ \mathrm{G}-$ peptide and IFABP force-optimized radii, respectively. Moreover, analyses of the explicit solvent simulations demonstrate that these IHDs have explicit solvent occupancies of $0.431,0.33$, and 0.0 in regions with dielectric values above $70(70 \leq \epsilon \leq 78.4)$ and 0.0 in all regions less than 70 ( $10<\epsilon<70$ ), indicating that they are mostly buried and should have low dielectric values.

Figure 3 shows that the percentage of IFABP atoms with large force deviations increases as the volume of IHDs within $2.0 \AA$ of the atom's radial boundary increases. Forces from all eight IFABP conformations were qualified as "large" if they were greater than a given cutoff value; this value was allowed to vary to test sensitivity (see Figure 3). Although the plotted data were generated with the force-optimized radii from Table 1, other radii yielded very similar results. This trend lends support to the notion that the force deviations are related to the presence of IHDs. Figure 4 shows that IFABP has a larger distribution of force deviations than Trpcage and G-peptide, when defined by either the forceoptimized or scaled Bondi radii. The same trend was found for all of the tested parameter sets, as indicated by consistently larger RMSD_ $\bar{F}^{\text {p }}$ values for IFABP than Trpcage and G-peptide (Table 4). This suggests that IHDs introduce errors in the entire protein, not just in proximal atoms.

IFABP is a highly solvated protein with a significant number of solvent-exposed residues in "buried" fatty acid


Figure 2. Dielectric maps of IFABP. Planes intersecting IFABP high dielectric $(\epsilon=80)$ regions in red, low dielectric $(\epsilon$ $=1$ ) in blue, and values between in white. Comparing the molecular surface (A) and the spline smoothed surface (B) shows the magnitude of IHDs created by the latter. A topdown view of both surfaces shows that IHDs (grey regions) are proximal to (C) tyr 70 OH , (D) ser 109 OG , and (E) glu 85 N.
binding sites. It is more susceptible to the formation of IHDs than Trpcage or G-peptide, which have compact structures.


Figure 3. Percentage of IFABP atoms with large force deviations as a function of the volume of IHD $(\epsilon>10)$ within $2.0 \AA$ of the atom's radial boundary. Deviation cutoff values ranged from 0.4 to $1.1 \mathrm{kcal} / \mathrm{mol}$ Å. All eight IFABP conformations were used with the force-optimized radii (scaled down for the molecular surface used to identify the IHDs).


Figure 4. Comparison of explicit solvent and implicit solvent forces for IFABP and Trpcage/G-peptide showing a larger distribution of deviations for IFABP. Bondi radii are in pink (IFABP) and turquoise (Trpcage/G-peptide), while force optimized radii are in red (IFABP) and dark blue (Trpcage/Gpeptide).

These findings point to a simple explanation for the different force-optimized solution sets: the IFABP-optimized radii were systematically increased to compensate for errors caused by large IHDs. The Trpcage and G-peptide-optimized radii were less affected; consequently, they perform better on polar solvation energies and forces for every tested molecule other than IFABP. They will be more widely applicable to compact systems but will not compensate for errors resulting from excessively large IHDs in globular solutes.

In retrospect, we believe that the formation of IHDs was also the source of differences between our previously presented "sharp-boundary" and spline-smoothed radii. ${ }^{23}$ The sharp-boundary radii, fit to molecular surfaces, could not be scaled to perform as well on spline-smoothed surfaces as
the spline-smoothed radii. Moreover, the spline-smoothed radii overestimated solvation energies for larger peptide systems because they were fit to small peptides. It is now clear that this overestimation was most likely caused by the spline-smoothed surfaces affecting the dielectric definition and resulting solvation forces of large solutes much more than those of small peptides.

It has been suggested that the width of the splinesmoothing window, $w$, can be increased to counteract the deleterious effects of IHDs. ${ }^{19}$ Although it is not possible to eliminate them completely, their magnitude and dielectric value can be significantly decreased with larger smoothing windows. Unfortunately, this moves the dielectric boundary too far from surface atoms and creates unphysical bulges around overlapping and adjacent atoms, both of which result in underestimated solvation energies and forces. If it were possible to distinguish surface and buried atoms, then using larger radii or larger smoothing windows on buried atoms could significantly reduce the IHDs and related errors. For most globular systems, however, a clean distinction is impossible because many atoms are both exposed and buried. Thus, more involved modifications of the spline-smoothed surfaces, such as those proposed by Lu and $\mathrm{Luo}^{53}$ and Lee et al., ${ }^{54}$ seem necessary for consistently accurate forces and energies. Despite these limitations, the surprisingly accurate solvation energies and forces in Table 4 suggest that splinesmoothed surfaces work quite well for compact systems.

Comparison to Other Parameter Sets. To gauge the accuracy of our optimized radii, we compared them to four other continuum parameter sets commonly used in conjunction with the AMBER force field. These included the AMBER ff 99 charges combined with $f f 99$ vdW radii, ${ }^{30}$ Bondi radii, ${ }^{31}$ and a set of radii recently published by Luo et al, ${ }^{28}$ as well as PARSE charges combined with two variants of PARSE radii. ${ }^{13}$ As previously mentioned, these radii were intended for use with molecular surfaces and so had to be scaled for use with the spline-smoothed surfaces. The scaling factors were determined with both force-only and force-energy-based genetic algorithm optimizations as described above for the radii presented in Table 1. With only one parameter to fit, these optimizations converged in one to five generations. Replica optimizations found the same scaling factors, indicating that the results were independent of the run parameters.

Two variants of the PARSE parameters were tested. They differed only in the value of the nonpolar hydrogen radius. The first set used $1 \AA$, as intended in the original publication, while the second used $0 \AA$, the standard value in PARSE parameter implementation. The first set $\left(R_{\text {Hnp }}=1 \AA\right)$ performed marginally better on both forces and energies, validating Sitkoff's intention for the PARSE radii to be the same as the standard Pauling vdW radii (with the exception of hydrogens which were decreased from 1.2 to $1.0 \AA$ ). ${ }^{13}$

The solvation energy deviations for the training set dipeptides and polyalanine peptides with different radii sets are shown in Figure 5. The deviations are not consistent across the various scaled radii, but they are consistently larger than the optimized radii deviations. A similar range of deviations was calculated for the test set peptides (see the


Figure 5. Solvation energy deviations for training set dipepetides (ala, gly, $\ldots$ asp) and polyalanine peptides ( $\mathrm{B} \equiv \beta$-turn, $\mathrm{H} \equiv$ $\alpha$-helix or $\beta$-hairpin) using the (F-E) force and energy optimized radii, (F) force optimized radii, Bondi, Luo, AMBER ff99, and PARSE parameters.

Supporting Information, Figure 7), but the comparison parameter sets (Bondi, Luo, AMBERff99, and PARSE) were inconsistently accurate for the two dipeptide conformations. A summary of the force and energy results is presented in Table 4. The scaling factors for the force and force-energy optimizations were significantly different for each of the parameter sets. Nevertheless, they followed several trends demonstrated by our optimized radii: the force-optimized radii performed better on forces and worse on energies than the force- and energy-optimized radii, the spread in deviations for IFABP were larger than those for Trpcage and G-peptide, and the solvation energy deviations for the amino acid dipeptides and polyalanine peptides in the test set were comparable or less than those in the training set. The only unexpected result was a larger solvation energy deviation for the proteinlike peptides with the Luo force and energyoptimized radii than the Luo force-optimized radii. Out of the comparison parameter sets, the AMBER and Luo radii performed best on forces while the Bondi radii performed best on solvation energies. As expected, our force and force-energy-optimized radii (presented in Table 1) performed better on forces and energies than all of the comparison sets.

Scaled Radii for Different Spline Window Half-Widths and Molecular Surfaces. The spline window half-width used in our optimizations ( $w=0.3 \AA$ ) will not be optimal for every problem or be chosen by every user. It has been shown, however, that increasing or decreasing $w=0.3 \AA$ radii by a window half-width-dependent scaling factor recovers accurate solvation energies. ${ }^{21}$ As described in the Methods, we determined the best scaling factors, $x_{\text {best, }}$ according to eq 14 for a range of spline window half-widths ( $w=0.2,0.4,0.5,0.6,0.7,0.8,0.9$, and $1.0 \AA$ ) with force-

Table 5. Scaling Factors [ $x_{\text {best }}$ ] for Different Spline Window Half-Widths [ $w$ ] for (a) Force and (b) Force-Energy-Optimized Radii

|  | scaling factor $x_{\text {best }}[\AA \cap]$ |  |
| :---: | :---: | :---: |
| spline half-width |  |  |
| $w[\AA \AA]$ | force $^{a}$ | force-energy ${ }^{b}$ |
| 0.2 | -0.051 | -0.058 |
| 0.3 | 0.000 | 0.000 |
| 0.4 | 0.051 | 0.051 |
| 0.5 | 0.093 | 0.099 |
| 0.6 | 0.129 | 0.143 |
| 0.7 | 0.178 | 0.182 |
| 0.8 | 0.225 | 0.218 |
| 0.9 | 0.267 | 0.250 |
| 1.0 | 0.303 | 0.277 |
|  |  |  |

and force-and-energy-based optimizations. The optimizations converged in one to five generations, and replica optimizations found the same scaling factors, indicating that the results were independent of the run parameters. The final results are presented in Table 5 and plotted in Figure 6. The scaling values for the force-optimized and the force-and-energy-optimized radii are well fit by quadratic polynomials, $x=-0.0518 w^{2}+0.5043 w-0.1475$ and $x=-0.2078 w^{2}$ $+0.667 w-0.1823$, respectively. These equations can be used to approximate $x_{\text {best }}$ (eq 14) for any spline window halfwidth but will likely yield unreliable results for widths less than $0.1 \AA$ or larger than $1.1 \AA$.

If only solvation energies are desired, molecular surfaces can be used to avoid artifacts introduced by IHDs in splinesmoothed surfaces. Although our optimized radii are not ideal, they can be scaled down for molecular surfaces. This


Figure 6. Scaling factors for different spline window halfwidths. The force results (diamonds) are best fit by $x=$ $-0.0518 w^{2}+0.5043 w-0.1475$ (dashed). The force-energy results (stars) are best fit by $x=-0.2078 w^{2}+0.667 w-$ 0.1823 (solid).
is analogous to scaling the comparison parameter set's molecular surface radii up (i.e., made larger) for splinesmoothed surfaces. As described in the Methods, we used eq 14 to scale our force-only and our force-and-energyoptimized radii (Table 1) for both abrupt and harmonically smoothed molecular surfaces. The scaling values and resulting solvation energies (see Supporting Information) indicate that these radii work well for molecular surfaces but not as well as they work for spline-smoothed surfaces.

## V. Conclusions

We have presented two sets of radii optimized to define spline-smoothed dielectric boundaries in Poisson electrostatics calculations on proteins defined with AMBER ff99 partial charges. These optimizations were based on explicit solvent simulations and, thus, offer forces and energies consistent with explicit solvent mean polar forces and charging free energies. More importantly, we have presented a method of optimizing the Poisson dielectric boundary on the basis of atomic forces, which is substantially more efficient and widely applicable than previous optimization approaches. It can be used, for example, on highly charged, large, or unusual systems for which experimental solvation energies are unavailable and explicit solvent charging free energies are computationally challenging or prohibitive.

We have shown that optimizations based on forces alone generate radii that reproduce forces accurately but solvation energies less accurately. Optimizations based on both forces and energies, on the other hand, decrease the accuracy of forces minimally and increase solvation energy accuracy. Thus, our force-energy-optimized radii are more appropriate than our force-optimized radii when both energies and forces are important. As anticipated, our optimized radii perform better than four other parameter sets commonly used in conjunction with the AMBER force field, each of which was scaled for use with spline-smoothed dielectric boundaries. Of these comparison sets, the AMBER and Luo radii perform best on forces while the Bondi radii perform best on energies.

Finally, we have shown that atom-centered dielectric functions, such as the spline-smoothed surface used in our
optimizations, form high dielectric regions in interstitial spaces, thereby limiting the accuracy of solvation forces and energies. These errors seem less pronounced in compact systems, where the IHDs fill the crevices between atoms, than in globular systems, where buried IHDs can be copious. Thus, our optimized radii, and spline-smoothed surfaces in general, are expected to work well for compact systems but will produce errors in highly solvated globular proteins. Efforts to correct atom-centered, smooth surfaces will be crucial for the continued development of Poisson-based implicit solvent models, especially in the area of continuum dynamics.

It is important, however, to appreciate the complexity of the problem at hand. The specific nature of the optimal dielectric boundary most rigorously depends on the locally defined solute-solvent potential, ${ }^{34,35}$ a complex function of solute geometry (i.e., surface curvature) and electrostatic and nonelectrostatic solvent-solute interactions. Thus, theory and our analysis agree that an optimal continuum radius cannot be defined by atom type alone. Consequently, we anticipate that corrected smooth surfaces will reduce inaccuracies and inconsistencies but that it will take a more physically accurate implicit solvent framework which accounts for polar and nonpolar coupling to predict accurate solvation forces and energies for disparate solutes and solute conformations without system- or conformation-specific parameters.
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#### Abstract

Hybrid density functional theory (DFT) calculations have been carried out for the radical cation and anion of permethyloligosilane $\mathrm{Si}_{n}\left(\mathrm{CH}_{3}\right)_{2 n+2^{ \pm}}(n=2-6)$ to elucidate the electronic structures at ground and low-lying excited states, and the results were compared with the corresponding experimental values. In particular, the assignment of electronic transition appeared at near-IR and visible regions, which is strongly correlated to hole and electron conductivity, and was carried out on the basis of time-dependent DFT calculation. The structure of oligosilane was generated at 300 K by direct PM3 molecular dynamics calculations, and then the geometry was fully optimized at the $\operatorname{DFT}(B 3 L Y P) / 6-311+G(d, p)$ level. It was found that the hole in the radical cation and the electron in the radical anion of oligosilane are delocalized over the Si skeleton. The proton-hyperfine coupling constants calculated were in good agreement with those obtained by an electron spin resonance experiment. It was also found that the $g$-anisotropy of the radical anion was significantly larger than that of the radical cation. The IR bands of radical ions were assigned on the basis of theoretical calculations.


## 1. Introduction

Polysilane is a one-dimensional $\sigma$-conjugated polymer composed of $\mathrm{Si}-\mathrm{Si}$ single bond and organic side groups. ${ }^{1,2}$ This polymer has recently received much attention because of its potential ability as a hole and electron transport material in organic multilayer light emitting diodes, a photoresistor in lithography, and a one-dimensional semiconductor. ${ }^{3-10}$

To elucidate the mechanism of the electron and hole transfer processes, experimental and theoretical works for the radical cation and anion of poly- and oligosilanes have been extensively examined. Ban et al. measured transient

[^23]absorption spectra of polysilanes in organic solvents after electron beam irradiation and found that the radical ions (cation and anion) of polysilanes show a strong absorption band at the UV region. ${ }^{11,12}$ They assigned this strong peak to an electronic transition of unpaired electrons on the $\mathrm{Si}-$ Si skeleton. Irie et al. ${ }^{13,14}$ measured the transient and steadystate absorption spectra of radical ions of polysilanes with aryl groups and found both UV and near-IR bands. They assigned the near-IR band to a charge resonance band between two aryl groups. Ushida et al. ${ }^{15}$ attributed the nearIR band to charge resonance between adjacent $\sigma$-conjugated polymer segments. However, the electronic structure of radical ions of polysilanes, especially the origin of the nearIR band, is still in controversy. The low-lying excited states
in the radical ion are strongly correlated with electron (or hole) conductivity. In particular, the near-IR band of radical ions of polysilane reflects directly the ability of conductivity.

To elucidate more detailed features for the electronic states of polysilanes, an approach to use the oligomer of polysilane has been carried out by several groups. Irie et al. ${ }^{16}$ examined chain-length dependence on the absorption spectra of the radical anion and cation of oligosilanes. The spectra observed have two peaks in the UV and near-IR regions as well as those of polysilanes, and the maxima in both spectra shifted to longer wavelengths with increasing chain length. Kumagai et al. ${ }^{17,18}$ investigated absorption spectra of radical ions of permethyl oligosilanes. They found that the radical ions possess UV and near-IR bands, as well as those of usual polysilanes.

The magnetic properties of the radical ions have been investigated from hyperfine-coupling constants (hfcc's) and g-tensor components using electron spin resonance (ESR) measurements. ${ }^{17,18}$ The ESR spectra of the radical cation of oligo- and polysilanes give a broad symmetric single line with averaged $g$ values ranging from 2.0070 to 2.0100 , which is slightly larger than that of the free electron $\left(g_{\mathrm{e}}=2.0023\right)$. On the other hand, ESR spectra of the radical anion of polysilanes give an axially symmetric line shape. The radical anion of oligosilane also gives an ESR spectrum with $g$ values in the range $2.000-2.0040$. The $g$ anisotropy decreases with increasing chain length $(n)$.

The hfcc's of radical ions of oligosilanes have been measured by Kumagai et al. ${ }^{17,18}$ They observed ESR spectra of radical ions of permethyloligosilanes, $\mathrm{Si}_{n}\left(\mathrm{CH}_{3}\right)_{2 n+2}$ where $n$ ranges from 2 to 6 . For $n=2$, the smallest radical cation, the hfcc of the proton is measured to be 0.57 mT . The hfcc's decreased with increasing $n$ : for example, hfcc's for $n=4$ and 6 are 0.55 and $0.19 \mathrm{mT}(n=4)$ and $0.39,0.29$, and $0.11 \mathrm{mT}(n=6)$.

The electronic states of neutral oligosilanes have been investigated mainly by ab initio calculations. ${ }^{19,20}$ Michl and Ottosson investigated conformers of $n-\mathrm{Si}_{6}\left(\mathrm{CH}_{3}\right)_{14}$ using ab initio, molecular mechanics, and additive increment methods. ${ }^{19 a}$ It was found that all-transoid is the most stable conformer. Recently, the conformational dependence of $\mathrm{Si}_{4}\left(\mathrm{CH}_{3}\right)_{10}$ on UV absorption has been investigated using singly excited configuration interaction (SE-CI) calculations. ${ }^{19 \mathrm{~b}}$ All-transoid is the most stable as well as $n=6$. The excitation energies of $\sigma \sigma^{*}$ and $\sigma \pi^{*}$ are not dependent on conformational change, but oscillator strengths are strongly affected. More recently, the three conformers of $n$ - $\mathrm{Si}_{4}\left(\mathrm{CH}_{3}\right)_{10}$ have been investigated using the complete active space-self consistent field method, and it has been shown that the excitation energies and ionization potentials are slightly affected by the conformational change. Also, the effects of conformations in the neutral state are clearly elucidated by their calculations. Thus, information on the electronic structures of neutral oligosilanes have been accumulated from theoretical points of view. On the other hand, few theoretical works have been carried out for radical ions of oligosilanes despite their importance.

In previous papers, we investigated the structures and electronic states of the polysilane radical anion ${ }^{21}$ and cation ${ }^{22}$ by means of the semiempirical third-parametric configuration


Figure 1. Schematic illustration of structure of permethyloligosilane, $\mathrm{Si}_{n}\left(\mathrm{CH}_{3}\right)_{2 n+2}(n=6)$, with all-trans form. Hydrogens in the methyl group are omitted from the figure.
interaction (PM3-CI) method. The permethyl oligosilane [ $\mathrm{Si}_{n^{-}}$ $(\mathrm{Me})_{2 n+2}$ ] $(n=8-20)$ with the all-trans form was chosen as a model of polysilane. We showed that excess electrons and holes are fully delocalized along the skeleton of linear polysilane if the structure has the regular all-trans form. The electronic excitation energy from the ground to first exited states was gradually red-shifted as a function of the number of chain Si atoms ( $n$ ). Our previous studies suggested that the excess electron (hole) is not localized in the case of the regular all-trans form in the linear polysilane but is delocalized widely along the main chain. Also, the mechanism of electron localization at finite temperatures was investigated by means of MM2 molecular dynamics and PM3 methods. ${ }^{23}$

More recently, Tada and Yoshimura have carried out SECI calculations for the radical anion of oligosilane $\mathrm{Si}_{n} \mathrm{H}_{2 n+2}$ $(n=2-6) .{ }^{24}$ The ground state is composed of $\sigma^{*}$ characteristics where an unpaired electron occupies the $\sigma^{*}$ orbital of the $\mathrm{Si}-\mathrm{Si}$ skeleton. The first electronic transition of $\left(\mathrm{Si}_{n} \mathrm{H}_{2 n+2}\right)^{-}(n=2-6)$ is assigned to the $\operatorname{Si}-\operatorname{Si}\left(\sigma^{*} \leftarrow \sigma^{*}\right)$ transition. The $\pi$ character appears from the third excited state. However, the radical anion $\left(\mathrm{Si}_{n} \mathrm{H}_{2 n+2}\right)^{-}$has been not observed experimentally, and the conclusion may be therefore limited only to the $\left(\mathrm{Si}_{n} \mathrm{H}_{2 n+2}\right)^{-}$system. Actual systems observed experimentally include alkyl groups (such as methyl and ethyl groups) in the side chain. Hence, studying of the electronic structures of methyl-substituted oligosilane is required to compare directly with the experiments.

In the present study, to interpret the experimental data obtained by Kumagai et al. from a theoretical point of view, density functional theory (DFT) calculations have been carried out for neutral permethyloligosilane and the radical cation and anion of permethyloligosilane with the all-trans form $\mathrm{Si}_{n}\left(\mathrm{CH}_{3}\right)_{2 n+2}(n=2-6)$. In particular, we focus our attention mainly on the assignment of the near-IR band and ESR spectra of the radical cation.

## 2. Method of Calculations

A linear oligosilane with methyl groups in the side chain, permethyl oligosilane $\left[\mathrm{Si}_{n}\left(\mathrm{CH}_{3}\right)_{2 n+2} ; n=2-6\right]$, was examined in the present work. The structure and atom numbers for $n=6$ are illustrated in Figure 1. The structure of oligosilane for the neutral state was generated by direct PM3 molecular dynamics (MD) calculation ${ }^{25}$ at 300 K. And then, the geometry was further optimized at the DFT(B3LYP)/6$311+G(d, p)$ level. The structures of the radical ions of oligosilane were fully optimized from the neutral structure at the B3LYP/6-311+G(d,p) level of theory. When the

time $=0.0 \mathrm{ps}$

time $=2.0 \mathrm{ps}$
Figure 2. Snapshots of structural conformations of $\mathrm{Si}_{6}\left(\mathrm{CH}_{3}\right)_{14}$ obtained by direct PM3-MD calculation at 300 K .
optimized geometries were used, the excitation energies were calculated by means of time-dependent (TD)-DFT calculations at the B3LYP/6-311+G(d,p) level. Twelve excited states were solved in TD-DFT calculations. All hybrid DFT calculations were carried out using the Gaussian 03 program package. ${ }^{26}$ Note that this level of theory gives reasonable features for several molecular device systems. ${ }^{27-29}$

## 3. Results

A. Structures of Permethyl Oligosilanes. First, the structure of oligosilane with the regular all-trans form is fully optimized by the semiempirical third-parametric molecular orbital (PM3-MO) method. Second, direct PM3 MD calculation ${ }^{25}$ is carried out from the optimized structure to elucidate the effects of rotation of the methyl group (position of hydrogen atoms of the $\mathrm{CH}_{3}$ group) on the structure and energetics. The mean temperature used in the MD calculation is 300 K . Results of the direct PM3-MD calculation for $n=$ 6 are given in Figures2 and 3. The snapshots of oligosilane show that the structure of oligosilane is slightly deformed from the regular all-trans form by thermal activation. All


Figure 3. Results of direct PM3-MD calculation of $\mathrm{Si}_{6}\left(\mathrm{CH}_{3}\right)_{14}$ at 300 K. (A) Potential energy of the system, (B) the head-to-tail distance of the $\mathrm{Si}-\mathrm{Si}$ main chain (in A ), and (C) the dihedral angles.
dihedral angles are $\phi_{1}=\phi_{2}=\phi_{3}=180.0^{\circ}$ at time zero, where the dihedral angles are defined as $\phi_{1}=\angle \mathrm{Si}(1)-\mathrm{Si}-$ (2) $-\operatorname{Si}(3)-\operatorname{Si}(4), \phi_{2}=\angle \operatorname{Si}(2)-\operatorname{Si}(3)-\operatorname{Si}(4)-\operatorname{Si}(5)$, and $\phi_{3}$ $=\angle \mathrm{Si}(3)-\operatorname{Si}(4)-\operatorname{Si}(5)-\operatorname{Si}(6)$. These angles are gradually changed as a function of time: $\phi_{1}=174.6^{\circ}, \phi_{2}=177.3^{\circ}$, and $\phi_{3}=179.5^{\circ}$ at time $=1.0 \mathrm{ps}$ and $\phi_{1}=174.0^{\circ}, \phi_{2}=$ $175.4^{\circ}$, and $\phi_{3}=155.5^{\circ}$ at 2.0 ps . However, the change of the main chain is not large. Instead, the rotation of hydrogen atoms of the methyl group is mainly enhanced by thermal activation.

Figure 3A-C show a potential energy of the system ( $n=$ 6 ), a distance between the head and tail silicon atoms in the main chain of oligosilane (defined by $R$ ), and the dihedral angles, respectively. The average of the potential energy becomes almost constant after time $=0.30 \mathrm{ps}$. The chain length $(R)$ is gradually varied as a function of time (Figure 3B). However, the amplitude of $R$ is only $0.32 \AA$, indicating that deformation of the main chain has hardly occurred at 300 K. The dihedral angles are plotted in Figure 3C. The angles are varied in the range $140-180^{\circ}$. However, large conformational changes, namely, rotation of the $\mathrm{Si}-\mathrm{Si}$ bond, does not occur at 300 K . Only the rotation of the methyl group takes place at 300 K .

Next, a total number of 17 structures in the time range $1.0-2.5 \mathrm{ps}$ are selected from the results of direct PM3-MD calculation, and then the geometries are fully optimized at the HF/3-21G(d) level. Initial and final energies of $\mathrm{Si}_{6}\left(\mathrm{CH}_{3}\right)_{14}$ before and after geometry optimization are summarized in Table 1. Relative energy is calculated on the basis of the

Table 1. Initial and Relaxed Energies before and after Geometry Optimization at Selected Points Obtained by Direct PM3-MD Calculation at $300 \mathrm{Ka}^{\mathrm{a}}$

| selected point | time ps | initial total energy au | relaxed total energy au | initial energy ${ }^{b}$ $\mathrm{kcal} / \mathrm{mol}$ | final energy ${ }^{b}$ kcal/mol |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.0 | -2276.670 15 | -2276.725 40 | 34.67 | 0.00 |
| 1 | 1.0 | -2276.622 61 | -2276.725 40 | 64.50 | 0.00 |
| 2 | 1.1 | -2276.62195 | -2276.725 40 | 64.91 | 0.00 |
| 3 | 1.2 | -2276.619 36 | -2276.725 40 | 66.54 | 0.00 |
| 4 | 1.3 | -2276.633 89 | -2276.725 40 | 57.42 | 0.00 |
| 5 | 1.4 | -2276.627 34 | -2276.725 40 | 61.53 | 0.00 |
| 6 | 1.5 | -2276.636 63 | -2276.725 40 | 55.71 | 0.00 |
| 7 | 1.6 | -2276.61725 | -2276.725 40 | 67.86 | 0.00 |
| 8 | 1.7 | -2276.624 62 | -2276.725 40 | 63.24 | 0.00 |
| 9 | 1.8 | -2276.618 69 | -2276.725 40 | 66.96 | 0.00 |
| 10 | 1.9 | -2276.633 54 | -2276.725 40 | 57.64 | 0.00 |
| 11 | 2.0 | -2276.622 72 | -2276.725 40 | 64.44 | 0.00 |
| 12 | 2.1 | -2276.615 58 | -2276.725 40 | 68.91 | 0.00 |
| 13 | 2.2 | -2276.603 35 | -2276.724 42 | 76.59 | 0.62 |
| 14 | 2.3 | -2276.620 84 | -2276.725 40 | 65.61 | 0.00 |
| 15 | 2.4 | -2276.614 53 | -2276.725 40 | 69.57 | 0.00 |
| 16 | 2.5 | -2276.614 97 | -2276.725 40 | 69.29 | 0.00 |

${ }^{a}$ The initial and relaxed total energies (in au) are calculated at the HF/3-21G(d) level. The geometry optimization is carried out at the HF/ $3-21 G(d)$ level. ${ }^{b}$ Zero-level corresponds to the energy level of the optimized structure at time zero.
total energy of the optimized geometry at time zero [HF/3$21 \mathrm{G}(\mathrm{d})$ level]. The initial energies are lying 35-77 kcal/ mol above the zero level. After the geometry optimization, two energy minima are obtained. The geometry optimizations from the selected points give the same structure, except for one result for the selected point 13 in Table 1. This result indicated that thermal activation causes rotation of the methyl groups of the oligosilanes, but the positions of hydrogen atoms are a secondary matter. The geometry optimizations from these points give a unique structure with the all-trans form. The most stable structure is further optimized at the B3LYP/6-311+G(d,p) level.

The optimized parameters are given in Table 2. The position of the Si atom is defined in Figure 1. The geometry optimization gives no-symmetry structures for all oligosilanes ( $n=2-6$ ). The Si skeleton of the oligomer is not in plane, and the dihedral angles of $\mathrm{Si}-\mathrm{Si}-\mathrm{Si}-\mathrm{Si}$ are close to $160^{\circ}$ at the B3LYP/6-311+G(d,p) level. The $\mathrm{Si}-\mathrm{Si}$ bond length is close to $3.8 \AA$ for all neutral oligosilanes. For example, the bond lengths for $n=3$ are calculated to be $2.3790 \AA$, which is significantly close to the previous theoretical value $\left(2.3533 \AA\right.$ at the MP2/cc-pVTZ level) ${ }^{30}$ and the experimental value $(2.325 \AA) .{ }^{31}$

For the radical cation, the $\mathrm{Si}-\mathrm{Si}$ bond lengths are longer than those of the neutral state. This elongation is due to the fact that an electron is removed from a $\mathrm{Si}-\mathrm{Si} \sigma$ bond of the oligomer. The structures of radical anions are also fully optimized at the same level of theory. The structures for $n$ $=2-4$ are hardly changed by accepting an excess electron. On the other hand, the bond lengths of $n=5$ and 6 are largely elongated. For example, a $\mathrm{Si}-\mathrm{Si}$ bond in the central position for $n=6, \operatorname{Si}(3)-\operatorname{Si}(4)$, is elongated from 2.3887 to 2.4426 Å.

Band gaps of neutral oligosilanes ( $n=2-6$ ), estimated by the energy difference between the highest occupied
molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO), decrease gradually from 6.42 to 5.38 eV as chain lengths are increased from $n=2$ to 6 . The adiabatic ionization potential (without zero-point energy, ZPE) decreases gradually with increasing $n: 7.80 \mathrm{eV}(n=2)$ and $6.78 \mathrm{eV}(n=6)$. Adiabatic electron affinities (without ZPE) are varied from $-0.58 \mathrm{eV}(n=2)$ to $-0.15 \mathrm{eV}(n=6)$.
B. Excitation Energies of Neutral Oligosilanes ( $\boldsymbol{n}=$ 2-6). The low-lying excited state correlates strongly with the electron conductivity in organic semiconductors. Hence, the electronic structures for the excited states are determined in this system. The excitation energies calculated for the neutral oligosilanes with the transoid form are given in Table 3. The first electronic transition for $n=2$ occurs at 6.15 eV with an oscillator strength $f=0.053$. A stronger electronic transition appears at 6.30 eV with $f=0.123$. The first electronic excitation band with the large oscillator strength is gradually red-shifted with increasing chain length $(n)$ : for example, the excitation energies are $5.38 \mathrm{eV}(n=3)$, 5.30 $\mathrm{eV}(n=4), 4.98 \mathrm{eV}(n=5)$, and $4.77 \mathrm{eV}(n=6)$. It is also shown that the first electronic transitions are nearly degenerated in $n=3-6$. The absorption band is assigned to the $\operatorname{HOMO}(\sigma) \rightarrow \operatorname{LUMO}\left(\sigma^{*}\right)$ transition for $n=3-6$, but that for $n=2$ is a $\sigma-\pi^{*}$ transition. For $n=2$, the lowest excited state is calculated to be $5.73 \mathrm{eV}(f=0.0)$, which is assigned to a Rydberg state. This is caused by underestimation of the excitation energy due to a diffuse orbital on the hydrogen atoms. The assignment of the excitation essentially agrees with previous theoretical work by Rooklin et al. ${ }^{32}$

To check the reliability of the level of theory used in the present calculation, the excitation energies are compared with the experiments. The results are given in Table 4. The experimental excitation energies measured at 77 K in 2-methyltetrahydrofuran matrixes for $n=4,5$, and 6 are $5.28,4.96$, and 4.77 eV , respectively. The corresponding

Table 2. Optimized Geometrical Parameters for Neutral Molecule and the Radical Cation and Radical Anion of Oligosilanes (Transoid) Calculated at the B3LYP/6-311+G(d,p) Level

| state | $n$ |  | $R\left(\mathrm{Si}^{1}-\mathrm{Si}^{2}\right)$ |  | $\begin{array}{r} \text { Bond } \mathrm{I} \\ R\left(\mathrm{Si}^{2}-\mathrm{Si}^{3}\right) \end{array}$ | ength | $R\left(\mathrm{Si}^{3}-\mathrm{Si}^{4}\right)$ |  | $R\left(\mathrm{Si}^{4}-\mathrm{Si}^{5}\right)$ | $R\left(\mathrm{Si}^{5}-\mathrm{Si}^{6}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| neutral | 2 |  | 2.3741 |  |  |  |  |  |  |  |
|  | 3 |  | 2.3790 |  | 2.3790 |  |  |  |  |  |
|  | 4 |  | 2.3801 |  | 2.3803 |  | 2.3801 |  |  |  |
|  | 5 |  | 2.3787 |  | 2.3853 |  | 2.3853 |  | 2.3787 |  |
|  | 6 |  | 2.3821 |  | 2.3862 |  | 2.3887 |  | 2.3862 | 2.3821 |
| cation | 2 |  | 2.7103 |  |  |  |  |  |  |  |
|  | 3 |  | 2.5022 |  | 2.5022 |  |  |  |  |  |
|  | 4 |  | 2.4772 |  | 2.4273 |  | 2.4772 |  |  |  |
|  | 5 |  | 2.4434 |  | 2.4343 |  | 2.4343 |  | 2.4434 |  |
|  | 6 |  | 2.4288 |  | 2.4269 |  | 2.4409 |  | 2.4269 | 2.4287 |
| anion | 2 |  | 2.3680 |  |  |  |  |  |  |  |
|  | 3 |  | 2.3796 |  | 2.3796 |  |  |  |  |  |
|  | 4 |  | 2.3789 |  | 2.3832 |  | 2.3789 |  |  |  |
|  | 5 |  | 2.3991 |  | 2.4458 |  | 2.4458 |  | 2.3991 |  |
|  | 6 |  | 2.3917 |  | 2.4217 |  | 2.4426 |  | 2.4217 | 2.3917 |
|  | Dihedral Angle |  |  |  |  |  |  |  |  |  |
| state |  | $n$ |  | $\phi_{1}$ |  | $\phi_{2}$ |  | $\phi_{3}$ |  |  |
| neutral |  | 4 |  | 165.2 |  |  |  |  |  |  |
|  |  | 5 |  | 165.0 |  | 165.0 |  |  |  |  |
|  |  | 6 |  | 168.2 |  | 171.5 |  | 168.2 |  |  |
| cation |  | 4 |  | 165.2 |  |  |  |  |  |  |
|  |  | 5 |  | 163.9 |  | 163.9 |  |  |  |  |
|  |  | 6 |  | 165.1 |  | 163.3 |  | 165.1 |  |  |
| anion |  | 4 |  | 180.0 |  |  |  |  |  |  |
|  |  | 5 |  | 180.0 |  | 180.0 |  |  |  |  |
|  |  | 6 |  | 180.0 |  | 180.0 |  | 172.6 |  |  |

Table 3. Excitation Energies (in eV) and Oscillator Strengths (Given in Parentheses) of Neutral Oligosilanes with Transoid Form ( $n=2-6$ ) Calculated at the B3LYP/6-311+G(d,p) Level

| state | $n=2$ | 3 | 4 | 5 | 6 |
| :---: | :--- | :--- | :--- | :--- | :--- |
| $1^{\text {st }}$ | 5.73 | 5.38 | 5.20 | 4.98 | 4.77 |
|  | $(0.0000) \sigma \mathrm{R}^{a}$ | $(0.0373) \sigma \sigma^{*}$ | $(0.0005) \sigma \pi^{*}$ | $(0.2750) \sigma \sigma^{*}$ | $(0.6173) \sigma \sigma^{*}$ |
| $2^{\text {nd }}$ | 6.15 | 5.57 | 5.22 | 4.99 | 4.87 |
|  | $(0.0529) \sigma \pi^{*}$ | $(0.0000) \sigma \pi^{*}$ | $(0.0039) \sigma \pi^{*}$ | $(0.000) \sigma \mathrm{R}$ | $(0.0009) \sigma \pi^{*}$ |
| $3^{\text {rd }}$ | 6.15 | 5.75 | 5.30 | 5.10 | 4.96 |
|  | $(0.0529) \pi \pi^{*}$ | $(0.0134) \sigma \sigma^{*}$ | $(0.1977) \sigma \sigma^{*}$ | $(0.0729) \sigma \pi^{*}$ | $(0.0002) \sigma \mathrm{R}$ |
| $4^{\text {th }}$ | 6.30 | 5.92 | 5.58 | 5.34 | 5.20 |
|  | $(0.1226) \sigma \sigma^{*}$ | $(0.0057) \sigma \sigma^{*}$ | $(0.0523) \sigma \sigma^{*}$ | $(0.0054) \sigma \pi^{*}$ | $(0.0201) \sigma \pi^{*}$ |
| Rooklin $^{b}$ | 6.76 | 5.95 | 5.48 | 5.23 | 4.96 |
| Obtara $^{c}$ | 6.44 | 5.73 | 5.28 | 4.96 | 4.77 |

${ }^{a} \sigma$-Rydberg transition. ${ }^{b}$ Theoretical value by Rooklin et al. cited from ref 32. ${ }^{c}$ Experimental value by Obara and Kira cited from ref 33.
calculated excitation energies are $5.30(n=4), 4.98(n=$ $5)$, and $4.77 \mathrm{eV}(n=6)$. The excitation energies measured in an argon matrix at 10 K are $6.63(n=2)$ and $5.93 \mathrm{eV}(n$ $=3$ ), which are also in reasonable agreement with the present calculations, $6.15(n=2)$ and $5.38 \mathrm{eV}(n=3)$, although the calculation underestimates slightly the excitation energies for shorter oligomers. The agreement with the experiments indicates that the TD-DFT(B3LYP)/6-311+G(d,p) calculation gives reasonable electronic transition energy for the oligosilane system.
C. Electronic States of Radical Cations. 1. Spin Density and $\mathbf{g}$ Value. Spin densities on protons of the methyl groups in the radical cation are given in Table 5. The value is
averaged on each Si segment $-\mathrm{Si}(m)\left(\mathrm{CH}_{3}\right)_{2}-($ where $m=$ $1-6)$. For $n=6$, spin densities on segment $\operatorname{Si}(m)$ where $m$ $=1-6$ are $0.138,0.148,0.214,0.214,0.148$, and 0.138 , respectively, indicating that an unpaired electron (or hole) is delocalized on the Si skeleton.

In general, ESR spectra of the radical cation of oligosilane show a broad single band without a hyperfine structure except for $n=2$. Only the radical cation for $n=2$ has a spectrum with a hyperfine structure. The hyperfine coupling constant of the hydrogen atom ( $\mathrm{H}-\mathrm{hfcc}$ ) for $n=2$ has been measured directly to be 0.57 mT . ${ }^{18}$ The H-hfcc for $n=2$ is calculated to be 0.552 mT in the present study, which is in good agreement with the ESR experiment. For $n=4-6$, there is

Table 4. Comparison of Theoretical and Experimental Excitation Energies ( $E_{\text {ex }}$ in eV ) and Wavelengths ( $\lambda_{\max }$ in nm ) at Maximum Peak Positions of Neutral Oligosilanes $\underline{\mathrm{Si}_{n}\left(\mathrm{CH}_{3}\right)_{2 n+2}(n=2-6)}$

| $n$ | theoretical |  | experimental ${ }^{\text {a }}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\lambda_{\text {max }}$ | $E_{\text {ex }}$ | $\lambda_{\text {max }}$ | $E_{\text {ex }}$ |
| 2 | 202 | 6.15 | 187 | $6.63{ }^{\text {a }}$ |
| 3 | 230 | 5.38 | 209 | 5.93a |
| 4 | 234 | 5.30 | 235 | $5.28{ }^{\text {b }}$ |
| $(4 \mathrm{a}, 4 \mathrm{~g})^{\text {c }}$ |  |  |  | $(5.44,5.96)^{\text {a }}$ |
| 5 | 249 | 4.98 | 250 | $4.96{ }^{\text {b }}$ |
| $(5 a a, 5 \mathrm{ga}, 5 \mathrm{gg})^{\text {c }}$ |  |  |  | $(5.05,5.39,5.94)^{\text {a }}$ |
| 6 | 260 | 4.77 | 260 | $4.77{ }^{\text {b }}$ |

Table 5. Proton-Hyperfine Coupling Constants (H-hfcc's) of the Radical Cation of Oligosilane (in mT) and Spin Densities on Each Subsegment of $\operatorname{Si}(m)(\mathrm{Me})_{2}(m=1-6)$
Calculated at the B3LYP/6-311+G(d,p) Level

| $n$ | state | $\mathrm{Si}(1)$ | $\mathrm{Si}(2)$ | $\mathrm{Si}(3)$ | $\mathrm{Si}(4)$ | $\mathrm{Si}(5)$ | $\mathrm{Si}(6)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | hfcc | 0.552 | 0.552 |  |  |  |  |
|  | spin | 0.50 | 0.50 |  |  |  |  |
| 3 | hfcc | 0.362 | 0.531 | 0.362 |  |  |  |
|  | spin | 0.336 | 0.329 | 0.336 |  |  |  |
| 4 | hfcc | 0.259 | 0.339 | 0.339 | 0.259 |  |  |
|  | spin | 0.241 | 0.259 | 0.259 | 0.241 |  |  |
| 5 | hfcc | 0.186 | 0.262 | 0.278 | 0.262 | 0.186 |  |
|  | spin | 0.181 | 0.186 | 0.266 | 0.186 | 0.181 |  |
| 6 | hfcc | 0.137 | 0.197 | 0.243 | 0.243 | 0.197 | 0.137 |
|  | spin | 0.138 | 0.148 | 0.214 | 0.214 | 0.148 | 0.138 |

Table 6. $\mathbf{g}$-Tensor Components of the Radical Cation of Oligosilanes Calculated at the B3LYP/6-311+G(d,p) Level

| $n$ | $g_{x x}$ | $g_{y y}$ | $g_{z z}$ |
| :---: | :---: | :---: | :---: |
| 2 | 2.0023 | 2.0102 | 2.0102 |
| 3 | 2.0033 | 2.0095 | 2.0173 |
| 4 | 2.0029 | 2.0094 | 2.0184 |
| 5 | 2.0028 | 2.0095 | 2.0191 |
| 6 | 2.0027 | 2.0097 | 2.0191 |

no direct experimental value because of its broad single spectrum, while simulated hfcc's were estimated: for example, H-hfcc's for $n=6$ are estimated to be $0.11,0.29$, and 0.39 mT from the simulation. The calculated values are $0.137,0.197$, and 0.243 mT , which are in reasonable agreement with the simulated values.

Isosurfaces of spin densities for $n=3-6$ are illustrated in Figure 4. It is shown that the spin-orbital is composed of a $\sigma(\mathrm{Si}-\mathrm{Si})$ orbital and an unpaired electron that is widely distributed over the oligomer.

A g-tensor component gives important information on the electronic structure of the paramagnetic compound at the ground state. The values of oligosilanes $\left(\mathrm{R}=\mathrm{CH}_{3}\right)$ calculated at the B3LYP/6-311+G(d,p) level are given in Table 6. It is found that the anisotropy of the $\mathbf{g}$-value for the radical cation of oligosilane is significantly small, and those are close to that of the free electron $\left(g_{\mathrm{e}}=2.0023\right)$. For $n=2$, the


Figure 4. Illustrations of spin densities of radical cations of oligosilanes $(n=3-6)$ at the ground state.


Figure 5. Calculated (stick diagram) and experimental absorption spectra (solid curve) of radical cations of oligosilane ( $n=3-6$ ). Experimental data are cited from ref 18.


Figure 6. Ratio of coefficients $\left(C_{1} / C_{2}\right)$ of reference functions ( $C_{1}$ and $C_{2}$ ) as a function of $n$.
averaged $g$ value is $\langle g\rangle=2.0076$, which is in good agreement with the experimental value $\left[\langle g\rangle=2.008\right.$ measured for $\mathrm{Si}_{2^{-}}$ $\left(\mathrm{CH}_{3}\right)_{6}{ }^{+}$at 77 K$] .{ }^{18}$ The calculation shows that the averaged $g$ value increases slightly with increasing $n$, but the magnitude of the increase is small: $\langle g\rangle=2.0076(n=2), 2.0100$ $(n=3), 2.0102(n=4), 2.0105(n=5)$, and $2.0105(n=$ 6 ). These values agree well with those of the popular radical cations of poly- and oligosilanes: for example, radical cations of poly(cyclohexylmethylsilane) and poly(methylphenylsilane) have $\langle g\rangle=2.008$, which is larger than that of the free electron $\left(g_{\mathrm{e}}\right) .{ }^{18}$

Table 7. Excitation Energies (in eV ) and Oscillator Strengths (Given in Parentheses) of the Radical Cation of Oligosilanes, $\left[\mathrm{Si}_{n}\left(\mathrm{CH}_{3}\right)_{2 n+2}\right]^{+}(n=2-6)$, Calculated at B3LYP/6-311+G(d,p) Level ${ }^{a}$

| state | $n=2$ | 3 | 4 | 5 | 6 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1st | $3.05(0.0000)$ | $1.74(0.0524)$ | $1.78(0.1647)$ | $1.66(0.2788)$ | $1.52(0.3944)$ |
| 2nd | $3.06(0.0000)$ | $2.75(0.0005)$ | $2.08(0.0006)$ | $2.08(0.0001)$ | $2.03(0.0005)$ |
| 3rd | $3.28(0.0124)$ | $2.89(0.0018)$ | $2.86(0.0033)$ | $2.19(0.0127)$ | $2.20(0.0084)$ |
| 4th | $3.28(0.0124)$ | $2.89(0.0130)$ | $2.88(0.0025)$ | $2.86(0.0068)$ | $2.27(0.0004)$ |
| 5th | $5.07(0.0000)$ | $2.97(0.0389)$ | $2.94(0.0451)$ | $2.87(0.0002)$ | $2.86(0.0017)$ |
| 6th | $5.24(0.0000)$ | $3.16(0.0000)$ | $3.00(0.0000)$ | $2.96(0.0263)$ | $2.86(0.0023)$ |

${ }^{a}$ Italic characters mean the first excitation energies with a nonzero oscillator strength.

Table 8. Proton-Hyperfine Coupling Constants (hfcc's) of the Radical Anion of Oligosilane (in mT) and Spin
Densities on Each Subsegment of $\operatorname{Si}(m)(\mathrm{Me})_{2}(m=1-6)$
Calculated at the B3LYP/6-311+G(d,p) Level

| $n$ | state | $\mathrm{Si}(1)$ | $\mathrm{Si}(2)$ | $\mathrm{Si}(3)$ | $\mathrm{Si}(4)$ | $\mathrm{Si}(5)$ | $\mathrm{Si}(6)$ |
| :--- | :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| 2 | hfcc | 0.044 | 0.044 |  |  |  |  |
|  | spin | 0.500 | 0.500 |  |  |  |  |
| 3 | hfcc | 0.030 | 0.036 | 0.030 |  |  |  |
|  | spin | 1.115 | -1.229 | 1.115 |  |  |  |
| 4 | hfcc | 0.027 | 0.026 | 0.026 | 0.027 |  |  |
|  | spin | 0.739 | -0.240 | -0.239 | 0.739 |  |  |
| 5 | hfcc | 0.064 | 0.043 | 0.046 | 0.043 | 0.064 |  |
|  | spin | 0.187 | 0.206 | 0.213 | 0.206 | 0.187 |  |
| 6 | hfcc | 0.049 | 0.031 | 0.041 | 0.041 | 0.031 | 0.049 |
|  | spin | 0.141 | 0.155 | 0.204 | 0.204 | 0.155 | 0.141 |

Table 9. g-Tensor Components of the Radical Anion of Oligosilanes Calculated at the B3LYP/6-311+G(d,p) Levela

|  |  | $g_{x x}$ | $g_{y y}$ | $g_{z z}$ |
| :--- | :---: | :---: | :---: | :---: |
| calcd $(\mathrm{R}=-\mathrm{H})$ | 2 | 2.0019 | 2.0032 | 2.0051 |
|  | 3 | 2.0021 | 2.0031 | 2.0059 |
|  | 4 | 2.0019 | 2.0031 | 2.0068 |
|  | 5 | 2.0019 | 2.0031 | 2.0075 |
| calcd $\left(\mathrm{R}=-\mathrm{CH}_{3}\right)$ | 6 | 2.0018 | 2.0031 | 2.0081 |
|  | 2 | 2.0025 | 2.0027 | 2.0027 |
|  | 3 | 2.0026 | 2.0027 | 2.0027 |
|  | 4 | 2.0006 | 2.0020 | 2.0063 |
|  | 5 | 2.0006 | 2.0020 | 2.0064 |
| exptl $\left(\mathrm{R}=-\mathrm{CH}_{3}\right)^{a}$ | 6 | 2.0002 | 2.0021 | 2.0064 |
|  | 4 | 1.9979 | 2.0037 | 2.0082 |
|  | 5 | 1.9992 | 2.0032 | 2.0061 |
|  | $6^{b}$ | 2.0032 | 2.0032 | 2.0032 |

${ }^{a}$ Experimental $\mathbf{g}$ tensors are cited from ref 17. ${ }^{b}$ Experimental values are $g_{x x} \approx g_{y y} \approx g_{z z}$.
C.2. Excitation Energy. Figure 5 shows the first excitation energies and its oscillator strengths calculated for the radical cation of $\mathrm{Si}_{n}\left(\mathrm{CH}_{3}\right)_{2 n+2}(n=2-6)$ together with experimental absorption spectra measured by Kumagai et al. ${ }^{18}$ Unfortunately, the absorption spectrum for $n=3$ has not been observed yet. Hence, the experimental spectra for $n=2$ and $4-6$ are depicted in the figure. The present calculation represents excellently the absorption spectra derived from the experiment. This agreement implies that the level of theory is adequate enough to discuss the electronic states of the radical cation.

The low-lying excitation energies calculated for the radical cation are given in Table 7. The first electronic transition for $n=2$ is calculated to lie at 3.28 eV with an oscillator
strength $f=0.0124$. The excitation energy becomes significantly lower in the case of a longer oligosilane, $n=3$ (1.74 eV ), and also the oscillator strength becomes larger ( $f=$ 0.0524 ) in $n=3$. The excitation energy and oscillator strength for $n=6$ are 1.522 eV and $f=0.3944$, respectively. In larger oligomers, the excitation energy is gradually redshifted and the oscillator strength increases with increasing $n$.

We found that the first excited state with a nonzero oscillator strength for the radical cation (electronic transition corresponds to the near-IR band) is composed of two electronic states, $\psi_{1}(\mathrm{HOMO} \rightarrow \mathrm{SOMO})$ and $\psi_{2}(\mathrm{SOMO} \rightarrow$ $\mathrm{SOMO}+m$ ), where HOMO and SOMO mean the highest doubly occupied and singly occupied molecular orbitals of the radical cation, respectively, and $m$ means an integer. The first excited state is expressed by

$$
\begin{aligned}
\Psi(1 \mathrm{st})=C_{1} \psi_{1}(\mathrm{HOMO} \rightarrow \mathrm{SOMO})+ & C_{2} \psi_{2} \\
& (\mathrm{SOMO} \rightarrow \mathrm{LUMO})+\ldots
\end{aligned}
$$

For $n=2$, the coefficients $C_{1}$ and $C_{2}$ are calculated to be 0.997 and -0.021 , respectively, indicating that the main configuration is $\psi_{1}(\mathrm{HOMO} \rightarrow \mathrm{SOMO})$ at the first excited state. For $n=6$, the coefficients are significantly changed to $C_{1}=0.901$ and $C_{2}=-0.118$. Figure 6 shows absolute values of the ratio of $C_{1}$ and $C_{2}$ plotted as a function of $n$. The ratio reaches a limited value in larger $n$ values. For $n=$ 6 , the weight of $\psi_{1}(\mathrm{HOMO} \rightarrow \mathrm{SOMO})$ is calculated to be 0.81 . This result means that the near-IR band in poly- and oligosilanes is assigned to an electronic transition $\psi_{0}(\mathrm{SOMO})$ $\rightarrow \psi_{1}(\mathrm{HOMO} \rightarrow \mathrm{SOMO})$. Also, it can be expected that the UV band appearing at $250-350 \mathrm{~nm}$ is caused by electronic transitions from SOMO $\rightarrow$ LUMO and HOMO $\rightarrow$ LUMO $+m$. It can be concluded that the strong band of the radical cation is assigned to the valence transition within the $\mathrm{Si}-\mathrm{Si}$ $\sigma$ bond.
D. Electronic States of Radical Anions. 1. Spin Density and $\mathbf{g}$ Value. Spin densities of radical anions of oligosilanes calculated are given in Table 8, and isosurfaces of spin densities for $n=5$ and 6 are illustrated in Figure 7. The unpaired electron is delocalized over the Si skeleton of oligosilane, while electron localization is not found in the range $n=2-6$. For example, the spin densities on the Si subunits for $\mathrm{SiMe}_{3}(1), \mathrm{SiMe}_{2}(2), \mathrm{SiMe}_{2}(3), \mathrm{SiMe}_{2}(4), \mathrm{SiMe}_{2}{ }^{-}$ (5), and $\mathrm{SiMe}_{3}(6)$ are calculated to be $0.141,0.155,0.204$, $0.204,0.155$, and 0.141 , respectively. H-hfcc's for $n=6$ are distributed in the rage $0.031-0.049 \mathrm{mT}$, which are significantly smaller than those of the radical cation. This is due to the fact that the unpaired electron is located on a $\sigma^{*}$ -


Figure 7. Illustrations of spin densities of radical anions of oligosilanes ( $n=5$ and 6 ) at the ground state.


Figure 8. Calculated (stick diagram) and experimental absorption spectra (solid curve) of the radical anions of oligosilane ( $n=4-6$ ).

cation radical


Figure 9. Schematic illustration of band structures of radical ions of oligosilanes.
( $\mathrm{Si}-\mathrm{Si}$ ) orbital mixed with a diffuse-type orbital in the radical anion, so that spin density in the 1 s orbital of the proton is significantly diminished.

The $\mathbf{g}$-tensor components of radical anions of oligosilanes ( $\mathrm{R}=-\mathrm{H}$ and $-\mathrm{CH}_{3}$ ) are given in Table 9. The calculation shows that the component $g_{x x}$ is slightly lower than that of the free electron ( $g_{\mathrm{e}}=2.0023$ ), whereas $g_{z z}$ is larger than
$g_{\mathrm{e}}$. On the other hand, $g_{y y}$ is close to $g_{\mathrm{e}}$. These features are in reasonable agreement with experimental values: for example, the $g$ values for $n=5$ are measured to be $g_{x x}=$ $1.9992\left(<g_{\mathrm{e}}\right), g_{y y}=2.0032\left(=g_{\mathrm{e}}\right)$, and $g_{z z}=2.0061(>$ $\left.g_{\mathrm{e}}\right)$. For $\mathrm{R}=-\mathrm{H}$ and $-\mathrm{CH}_{3}$, similar spectral features are obtained.
D.2. Excitation Energy. The low-lying excitation energies for the radical anion of oligosilane are given in Table 10. The first electronic transition for $n=6$ is calculated in the range $0.69-1.20 \mathrm{eV}$ with an oscillator strength $f=0.0038-$ 0.0803 . From the TD-DFT calculation, it is found that the near-IR band is assigned to the $(\mathrm{HOMO}-m) \rightarrow$ SOMO (where $m=0-10$ ) transition. The strong band of the radical anion is assigned to the valence transition within the $\mathrm{Si}-\mathrm{Si}$ $\sigma$ bond. Figure 8 shows the excitation energies and its oscillator strengths calculated for the radical anion of $\mathrm{Si}_{n^{-}}$ $\left(\mathrm{CH}_{3}\right)_{2 n+2}(n=4-6)$ together with experimental absorption spectra. It seems that there is disagreement between theory and experiment in the radical anion: the excitation energies calculated are underestimated in all cases. This discrepancy may be caused by the contribution of two- and three-electron excitations to the excited-state wave function.

## 4. Discussion

A. Summary of the Present Study. In the present study, hybrid DFT calculations have been carried out for the neutral and radical ions of oligosilane, $\mathrm{Si}_{n}\left(\mathrm{CH}_{3}\right)_{2 n+2}(n=2-6)$, to elucidate the electronic structures of radical ions of oligosilane. In both radical ions, holes and excess electrons are delocalized along the Si chain at the ground state. These characteristics are in good agreement with previous theoretical ${ }^{21-24}$ and experimental characteristics. ${ }^{13,14,16-18}$

For the radical cation, the unpaired electron (hole) is occupied in the $\sigma(\mathrm{Si}-\mathrm{Si})$ orbital, whereas the excess electron in the radical anion is occupied in the $\sigma^{*}(\mathrm{Si}-\mathrm{Si})$ orbital mixing slightly with a $\pi$ state of the $\mathrm{Si}-\mathrm{C}$ bond and a diffuselike orbital. The magnetic properties obtained by the present calculations, $g$ values and hyperfine hfcc's, are in good agreement with experiments. ${ }^{17,18}$

The first excited state for the radical cation is composed mainly of the $\psi(\mathrm{HOMO} \rightarrow \mathrm{SOMO}$ ) state (weight of reference is about 0.80 ), and the $\psi(\mathrm{SOMO} \rightarrow$ LUMO) state is contributed to the first excited state. The calculations indicate that this state appears as a near-IR band. Also, the other low-lying excited sites of the radical cation consist of $\psi(\mathrm{HOMO}-m \rightarrow \mathrm{SOMO})$ states (where $m$ means an integer), but the excitation to these states has a small oscillator strength. It is also expected that the UV band

Table 10. Excitation Energies (in eV ) and Oscillator Strengths (Given in Parentheses) of the Radical Anion of Oligosilanes, $\left[\mathrm{Si}_{n}\left(\mathrm{CH}_{3}\right)_{2 n+2}\right]^{-}(n=2-6)$, Calculated at the B3LYP/6-311+G(d,p) Level

| state | $n=2$ | 3 | 4 | 5 | 6 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1st | $0.49(0.1630)$ | $0.40(0.1186)$ | $0.30(0.0811)$ | $0.71(0.0027)$ | $0.76(0.0803)$ |
| 2nd | $0.49(0.1626)$ | $0.47(0.1716)$ | $0.32(0.1353)$ | $0.75(0.0994)$ | $0.86(0.0000)$ |
| 3rd | $0.54(0.2831)$ | $0.51(0.2928)$ | $0.39(0.2084)$ | $0.85(0.0036)$ | $1.10(0.0128)$ |
| 4th | $1.18(0.0000)$ | $0.87(0.0242)$ | $0.72(0.0001)$ | $1.23(0.0000)$ | $1.15(0.0038)$ |
| 5th | $1.18(0.0000)$ | $0.92(0.0095)$ | $0.75(0.0010)$ | $1.26(0.0838)$ | $1.20(0.0188)$ |
| 6th | $1.34(0.0000)$ | $1.00(0.0033)$ | $0.79(0.0010)$ |  |  |

appearing at $250-350 \mathrm{~nm}$ is caused by electronic transitions from SOMO to LUMO and HOMO to LUMO $+m$.
B. Band Structure of Radical Ions of Oligosilanes. From the characteristics of the coefficients $\left(C_{1}\right.$ and $\left.C_{2}\right)$ and the ratio $\left(C_{1} / C_{2}\right)$, it is found that concept of the electronic states of the radical anion of oligosilane can be expanded to longer oligosilanes and polysilanes. On the basis of the present calculations, the band structures for radical ions of longer oligosilanes are expected and illustrated schematically in Figure 9. The horizontal lines drawn between valence and conduction bands mean cation (left) and anion (right) states of oligo- and polysilanes. The energy level of the cation state of oligosilane is slightly higher than the valence band because the SOMO of the cation state is mainly originated from the HOMO of neutral oligosilane. From the present calculation, it is expected that the near-IR band is assigned to the electronic transition from the valence band to the cation state, although the electronic transition from the cation state to the conduction band is slightly contaminated to the near-IR band. The UV band is attributed to the electronic transition from the valence band to the conduction band, which is energetically perturbed by the cation state.

The band structure of the radical anion of oligo- and polysilanes is also illustrated. The energy level of the anion state is lower than the bottom of the conduction band. The present calculation predicts that electronic transition from the anion state to the valence band is observed as a near-IR band. The UV band is assigned to the excitation from the valence to the anion state and that from the valence to the conduction bands.
C. Remarks. In the present study, DFT and TD-DFT (B3LYP) methods are applied to the neutral molecule and radical ions of oligosilane, $\mathrm{Si}_{n}\left(\mathrm{CH}_{3}\right)_{2 n+2}(n=2-6)$. The electronic structures, hfcc's, $g$ values, and excitation energies for the neutral molecule and radical cation of oligosilanes were in good agreement with the experiments. However, this level of theory gave a poor result for excitation energies of the radical anion. To obtain a reasonable absorption spectrum of the radical anion, a more accurate wave function would be required. Despite the several assumptions introduced here, the results enable us to obtain valuable information on the electronic states of radical ions of oligosilanes.
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#### Abstract

We studied solvation structure and thermodynamics of methane in mixtures of tertbutanol and water using computer simulations. We show that for alcohol mole fractions below $20 \%$, methane is preferentially solvated by hydrated alcohol clusters. Because methane expels water molecules from these clusters, a large endothermic solvent reorganization enthalpy occurs. This process is responsible for the experimentally observed maximum of the heat of methane solvation close to $5 \%$ alcohol in the mixture and contributes to a positive entropy change relative to solvation in pure water. Because the structural solvent reorganization enthalpy is enthalpyentropy compensating, the methane solvation free energy is a smoothly varying function of the alcohol/water solution composition.


## 1. Introduction

Binary solvent mixtures are used in many applications in chemistry and biology. They are used for example as reaction media to control the rates of chemical reactions, as selective solvents where chemically different groups of a solvated solute each preferentially interact with one of the two solvent components and as media for studying the stability of biomolecules. Mixtures of organic solvents (but also cosolutes such as inorganic salts, sugars, urea, etc.) and water are of particular interest in biochemistry. Proteins are known to lose their stability in concentrated solutions of aqueous urea or guanidinium chloride, ${ }^{1}$ whereas they may be stabilized at low temperatures (cryopreservation) ${ }^{2}$ in aqueous solutions of disaccharides (e.g., trehalose) or polyols (e.g., ethylene glycol). ${ }^{3,4}$ The atomic-scale mechanisms and their relation with physical-chemical properties of the solvent system are in many cases still incompletely understood and are the topic of ongoing discussion in the literature. ${ }^{5-8}$

In this paper we examine the thermodynamic process of methane dissolution in mixtures of water with tert-butyl alcohol. In this solvent system, the observed alcohol/water macromiscibility does not hold down to molecular length scales (microimmiscibility), and self-clustering of alcohol and water molecules occurs, in particular, in the water-rich

[^24]composition regions. ${ }^{9,10}$ Available experimental data show that the heat of methane solvation in this mixture passes through a maximum at approximately $5 \%$ alcohol in going from pure water to concentrated alcohol solutions (vide infra). Interestingly, this particular alcohol concentration corresponds to another maximum, which is that of the alcohol self-clustering. ${ }^{10}$ It is the purpose of this paper to establish an atomic-scale picture that explains the nonmonotonic behavior of the methane solvation thermodynamics. In this context it is interesting to mention the recent study of Özal and Van der Vegt ${ }^{11}$ who, based on molecular simulations, made calculations of solvent reorganization contributions to methane solvation entropies and enthalpies in mixtures of dimethyl sulfoxide and water.

## 2. Computational Details

2.1. tert-Butanol, Water, and Methane Models. We used the flexible six-site tert-butanol (TBA) model developed by Lee and Van der Vegt ${ }^{10}$ (denoted LV-model from now on) in combination with the rigid three-site SPC water model. ${ }^{12}$ TBA-TBA and TBA-water intermolecular interactions are modeled with a sum of Lennard-Jones (LJ) terms centered on the $\mathrm{CH}_{3}$ (united atom methyl), C (central carbon), O (hydroxyl oxygen), and OW (water oxygen) interaction sites as well as Coulombic interactions between static partial electronic charges centered on the $\mathrm{C}, \mathrm{O}, \mathrm{H}$ (hydroxyl hydrogen), OW, and HW (water hydrogen) atoms. Geometric

Table 1. Summary of MD Simulations of tert-Butanol/ Water Mixtures ${ }^{a}$

| $\chi_{\text {TBA }}$ | $N_{\text {TBA }}$ | $\mathrm{N}_{\mathrm{H} 2 \mathrm{O}}$ | $t_{\text {MD }}(\mathrm{ns})$ | $\epsilon_{R F}$ | $V^{\# \prime}\left(n m^{3}\right)$ | $V\left(\mathrm{~nm}^{3}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| tert-Butanol(LV-Model) ${ }^{10}$ Water(SPC-Model) ${ }^{12}$ |  |  |  |  |  |  |
| 0 | 0 | 1000 | 100 | 78.0 | 31.31 | 30.68 |
| 0.04 | 74 | 1776 | 150 | 64.8 | 65.83 | 65.29 |
| 0.06 | 105 | 1645 | 150 | 64.0 | 66.68 | 65.26 |
| 0.10 | 168 | 1512 | 100 | 50.7 | 72.48 | 71.73 |
| 0.20 | 275 | 1100 | 100 | 36.1 | 77.24 | 76.24 |
| 0.30 | 336 | 784 | 100 | 30.0 | 77.72 | 76.70 |
| 0.50 | 432 | 432 | 100 | 18.0 | 83.19 | 82.16 |
| 0.70 | 470 | 200 | 100 | 12.7 | 83.08 | 81.97 |
| 0.90 | 500 | 55 | 100 | 11.8 | 84.36 | 83.04 |
| 1.0 | 500 | 0 | 100 | 11.8 | 83.10 | 82.13 |
| tert-Butanol(GROMOS-Model) ${ }^{13} /$ Water(SPC-Model) |  |  |  |  |  |  |
| 0.06 | 105 | 1645 | 100 | 64.0 | 67.61 | 66.69 |
| 0.1 | 168 | 1512 | 100 | 50.7 | 73.76 | 72.82 |
| 0.2 | 275 | 1100 | 100 | 36.1 | 78.97 | 77.96 |
| tert-Butanol(OPLS-Model) ${ }^{14} /$ Water(SPC-Model) |  |  |  |  |  |  |
| 0.06 | 105 | 1645 | 100 | 64.0 | 67.46 | 66.56 |
| 0.10 | 168 | 1512 | 100 | 50.7 | 73.54 | 72.71 |
| 0.20 | 275 | 1100 | 100 | 36.1 | 78.24 | 77.51 |
| tert-Butanol(OPLS-Model)/Water(TIP4P-Model) ${ }^{15}$ |  |  |  |  |  |  |
| 0.06 | 105 | 1645 | 100 | 64.0 | 66.74 | 65.76 |
| 0.1 | 168 | 1512 | 100 | 50.7 | 72.89 | 71.78 |
| 0.2 | 275 | 1100 | 100 | 36.1 | 78.03 | 76.83 |

${ }^{a}$ The systems were simulated at constant pressure ( 1 atm ) and temperature ( 298 K ). $x_{\text {TBA }}$ : TBA mole fraction; $N_{\text {TBA }}$ : number of TBA molecules; $N_{\mathrm{H} 2 \mathrm{O}}$ : number of water molecules; $t_{\mathrm{MD}}$ : total MD run time; $\epsilon_{\mathrm{RF}}$ : reaction field dielectric permittivity; $V$ : volume of the simulation box; $V^{\#}$ : volume of the simulation box including 10 methane solutes.
mean mixing rules were used to describe LJ interactions between chemically different atom types/groups. For more details on the LV force field model we refer to ref 10 . To assess model dependencies, we also used the GROMOS ${ }^{13}$ and OPLS ${ }^{14}$ tert-butanol models described in our previous work. ${ }^{10}$ The GROMOS TBA-model was combined with the SPC water model, while the OPLS TBA-model was combined with the SPC and TIP4P ${ }^{15}$ water models. In combination with the SPC water model, the latter two force fields produce too large alcohol-alcohol and water-water aggregation. ${ }^{10}$ Although alternative force fields could possibly alleviate this effect, we use the GROMOS and OPLS force fields to get a better understanding of the relation between solvent structure and solute interaction thermodynamics. Methane was modeled as a united atom LJ-particle with parameters $\sigma=0.373 \mathrm{~nm}$ and $\epsilon=1.247 \mathrm{~kJ} / \mathrm{mol} .{ }^{16}$ Geometric mean mixing rules were used to describe methane-solvent interactions.
2.2. Simulation Details. All simulations were performed using the GROMACS package. ${ }^{17}$ Alcohol/water mixtures were studied at the tert-butanol mole fractions summarized in Table 1. Details on system sizes and simulation times are also given in Table 1. Geometries of all molecules were kept rigid by applying constraints to the interatomic distances within the molecules, using the SHAKE algorithm ${ }^{18}$ with a relative geometric tolerance of $10^{-4}$. A twin-range cutoff scheme with 0.8 and 1.4 nm cutoff radii was applied. The nonbonded interactions in the range between these radii were
updated every fifth time step. The equations of motion were integrated using the leapfrog algorithm using a time step of 2 fs. A reaction field approximation was used to account for truncation of electrostatic forces beyond the long-range cutoff ( 1.4 nm ). The reaction field relative dielectric permittivities are listed in Table 1. Constant pressure (1 atm) and temperature simulations were performed using the Nose-Hoover thermostat ${ }^{19,20}$ and Rahman-Parrinello barostat ${ }^{21,22}$ with coupling times $\tau_{\mathrm{T}}=1.5 \mathrm{ps}$ and $\tau_{\mathrm{P}}=2.5 \mathrm{ps}$. Simulations were performed at three temperatures: 278,298 , and 318 K .
2.3. Solvation Free Energies, Enthalpies, and Entropies. The solvation free energies are calculated using the Widom test particle insertion method. ${ }^{23}$ The solvation free energy $\Delta G$ is obtained by evaluating the expression ${ }^{16}$

$$
\begin{equation*}
\Delta G=-R T \ln \left[\left\langle V e^{-\psi / R T}\right\rangle_{\mathrm{NPT}} /\langle V\rangle_{\mathrm{NPT}}\right] \tag{1}
\end{equation*}
$$

where $\psi$ denotes the methane binding energy with the solvent, $R$ denotes the gas constant, $T$ is the temperature on the Kelvin scale, and $V$ is the volume. The methane binding energy is evaluated at 125000 random locations in each solvent configuration stored every 1 ps by summing overall methane-solvent LJ interactions. The angular brackets $\langle\cdots\rangle_{\mathrm{NPT}}$ denote an averaging over constant pressure and temperature configurations of the solvent. In the simulation the averaging is performed over 100 ns simulation trajectories (Table 1).

The solvation entropy $\Delta S=-(\partial \Delta G / \partial T)_{\mathrm{P}}$ is calculated using a finite-difference assumption

$$
\begin{equation*}
\Delta S(T)=-\frac{\Delta G(T+\Delta T)-\Delta G(T-\Delta T)}{2 \Delta T} \tag{2}
\end{equation*}
$$

where $T=298 \mathrm{~K}$ and $\Delta T=20 \mathrm{~K}$ in our calculations. In eq 2 it is assumed that the solvation heat capacity $\Delta c_{\mathrm{P}}=T(\partial \Delta S /$ $\partial T)_{\mathrm{P}}$ is independent of temperature in the interval $2 \Delta T .{ }^{24}$ The solvation enthalpy ( 298 K ) is obtained from the relation

$$
\begin{equation*}
\Delta H=\Delta G+T \Delta S \tag{3}
\end{equation*}
$$

The statistical uncertainty of $\Delta G$ (eq 1 ) is smaller than $0.05 \mathrm{~kJ} / \mathrm{mol}$ at all mixture compositions. The statistical uncertainty of $T \Delta S$ (eq 2) and $\Delta H$ (eq 3 ) is below $0.8 \mathrm{~kJ} /$ mol at all mixture compositions. Because eq 2 is only valid if the solvation heat capacity is constant over the selected temperature range, we decided to also determine $\Delta H$ and $T \Delta S$ with a direct method. In this method, performed at $T$ $=298 \mathrm{~K}$, the solvation enthalpy is determined by subtracting the potential energy of the solvent and the isolated solute from the solvated solute system potential energy. One then misses a term $P \Delta V$, which in condensed, liquid phases at ambient pressures usually is as small as $1-10 \mathrm{~J} / \mathrm{mol}$ and can therefore safely be neglected. It is important, however, to subtract from the obtained potential energy difference a quantity $k_{\mathrm{B}} T^{2} \alpha_{\mathrm{P}},{ }^{25}$ where $\alpha_{\mathrm{P}}$ is the thermal expansion coefficient of the solvent. Having obtained $\Delta H$ by this direct approach, the solvation entropy can be obtained from the standard thermodynamic formula $T \Delta S=\Delta H-\Delta G$, where $\Delta G$ is obtained from eq 1 . We used the direct approach by introducing ten methane solutes. Although a concentration
of ten solutes is above the solubility limit for all solvent mixtures, methane-methane interactions were observed to be negligible. We therefore assume that the methane solvation enthalpy with either one or ten methane solutes to be equal. The isobaric thermal expansion coefficient was obtained by performing, for each solvent composition, two additional 1 ns NPT simulations in which the temperature was changed $\pm 10 \mathrm{~K}$ and the volume response was monitored; i.e. $\alpha_{P} \simeq\left(\ln \left[V_{2} / V_{1}\right] /\left[T_{2}-T_{1}\right]\right)_{P}$.

To better understand the enthalpy change we decompose this quantity in solute - solvent $\left(\Delta H_{\mathrm{uv}}\right)$ and solvent - solvent enthalpy ( $\Delta H_{\mathrm{vv}}$ ) changes, i.e.

$$
\begin{equation*}
\Delta H=\Delta H_{\mathrm{uv}}+\Delta H_{\mathrm{vv}} \tag{4}
\end{equation*}
$$

The solute-solvent enthalpy change $\Delta H_{\mathrm{uv}}$ is the sum of all solute - solvent pair interactions and was obtained by testparticle insertion ${ }^{16}$

$$
\begin{equation*}
\Delta H_{\mathrm{uv}}=\frac{\left\langle V \psi e^{-\psi / R T}\right\rangle_{\mathrm{NPT}}}{\left\langle V e^{-\psi / R T}\right\rangle_{\mathrm{NPT}}} \tag{5}
\end{equation*}
$$

Calculations of $\Delta H_{\mathrm{uv}}$ (eq 5) were all based on 100 ns sampling statistics with the systems summarized in Table 1. The enthalpy associated with changes of solvent-solvent interactions $-\Delta H_{\mathrm{vv}}$ (the solvent reorganization enthalpy)was obtained by means of eq 4 with $\Delta H$ obtained through eqs $1-3$.
2.4. Solubility Data. We obtained the experimental methane solvation free energies, enthalpies, and entropies from the solubility data reported by Wang et al. ${ }^{26}$ These data are reported in mole fraction methane $\left(x_{\mathrm{CH}_{4}}\right)$ in the solution at equilibrium with a methane pressure $P$ at temperature $T .^{26}$ We use the Ben-Naim definition of the solvation process and the corresponding free energy change ${ }^{27}$

$$
\begin{equation*}
\Delta G=-R T \ln \left(\rho_{\mathrm{CH}_{4}} / \rho_{\mathrm{CH}_{4}}^{\mathrm{ig}}\right)_{\mathrm{eq}} \tag{6}
\end{equation*}
$$

where $\rho_{\mathrm{CH}_{4}}$ and $\rho_{\mathrm{CH}_{4}}^{\mathrm{ig}}$ are the methane molar densities in the solution and ideal gas phase, respectively. Both phases are at equilibrium as denoted by the subscript eq. In terms of the variables $x_{\mathrm{CH}_{4}}, P$, and $T$ used in ref 26 the solvation free energy (eq 6) becomes (assuming $\mathrm{CH}_{4}$ is present at infinite dilution in the binary solvent)

$$
\begin{equation*}
\Delta G=R T \ln K_{\mathrm{H}}-R T \ln \left(R T \rho_{\mathrm{solv}}\right) \tag{7}
\end{equation*}
$$

where $\rho_{\text {solv }}$ is the molar density of the pure solvent phase (i.e., the alcohol/water mixture) and $K_{\mathrm{H}}=\lim _{x_{\mathrm{CH} 4} \rightarrow 0}\left(P / x_{\mathrm{CH}_{4}}\right)$ the Henry coefficient. Experimental information on $\rho_{\text {solv }}$ was obtained from ref 28 . We note that $K_{\mathrm{H}}$ is usually expressed in units of atmospheres in which case $R T \rho_{\text {solv }}$ should also be expressed in these units. Wang et al. ${ }^{26}$ reported methane solubility data at $283.15 \mathrm{~K}, 288.15,293.15$, and 298.15 K . By applying the finite difference method (eq 2) to the free energies obtained from eq 6 at 288.15 and 298.15 K we obtain the experimental solvation entropies at 293.15 K . The experimental solvation enthalpies at 293.15 K are next obtained from eq 3 using the solvation entropies together with the experimental solvation free energies at 293.15 K . Note that the so-derived solvation enthalpies and entropies


Figure 1. (a) Methane solvation free energy $\Delta G$ (eq 1) presented versus the tert-butanol mole fraction in aqueous tert-butanol solvent: squares, experimental data; ${ }^{26}$ circles, the LV/SPC model; plusses, the GROMOS/SPC model; crosses, the OPLS/SPC model; and triangles, the OPLS/TIP4P model.
all apply at a temperature 5 K below the temperature ( 298 K ) used in our simulations. The discrepancy due to this difference in temperature we estimate based on the experimental heat capacity change $\Delta c_{\mathrm{P}}(142 \mathrm{~J} / \mathrm{mol} \mathrm{K})$ of solvating methane in water at $298 \mathrm{~K} .{ }^{29}$ Assuming this value remains constant in the 5 K temperature range results in a $0.7 \mathrm{~kJ} /$ mol difference in $\Delta H$ and $T \Delta S$ (i.e., the values being $0.7 \mathrm{~kJ} / \mathrm{mol}$ higher at the higher temperature).

## 3. Results and Discussion

3.1. Free Energy of Methane Solvation. Figure 1 shows the methane solvation free energies at 298 K and 1 atm presented versus the alcohol mole fraction $x_{\text {TBA }}$ of the solution. Transfer of the methane solute from pure water to pure tert-butanol causes the free energy to decrease with approximately $8 \mathrm{~kJ} / \mathrm{mol}$ corresponding to a 25 -fold increase of the methane solubility at 298 K . The shape of the curve $\left(\partial \Delta G / \partial x_{\text {TBA }}<0\right)$ indicates ${ }^{16,27}$ that methane in TBA/water solution preferentially interacts with the alcohol molecules. Four TBA/water force field combinations have been used to calculate the $\Delta G$ data in Figure 1: LV/SPC, GROMOS/ SPC, OPLS/SPC, and OPLS/TIP4P. The best agreement with the experimental data (squares) is observed for the LV/SPC model; the calculated data match the experimental values for $x_{\text {TBA }}$ up to 0.06 ; at larger alcohol mole fractions the free energies are slightly underestimated by the model. For $x_{\text {TBA }}$ up to 0.2, the GROMOS/SPC and OPLS/SPC models result in almost identical methane solvation free energies, which are however lower than the experimental and LV/SPC values. The $\Delta G$ values obtained based on the OPLS/TIP4P solvent model are slightly improved over those values obtained based on the corresponding OPLS/SPC model but are still systematically below the experimental and LV/SPC data. Table 3 summarizes the experimental ${ }^{26}$ and calculated (LV/SPC model) thermodynamic data.
3.2. Preferential Solvation. Figure 2 shows methanesolvent radial distribution functions $g(r)$. The radial distribution functions (RDFs) were obtained from simulations including ten methane solutes in the systems summarized in Table 1. The left panel in Figure 2 shows the methaneTBA (methyl) RDF at TBA mole fractions $0.06,0.1$, and 0.2 . The right panel shows the methane-water (oxygen)

Table 2. First Shell Coordination Numbers and Excess First Shell Coordination Numbers (in Parentheses) for Methane-TBA and Methane-Water ${ }^{\text {a }}$

| $x_{\text {TBA }}$ | methane-TBA | methane-water |
| :---: | :---: | :---: |
|  | tert-Butanol (LV-Model)/Water (SPC-Model) |  |
| 0.04 | $3.3(1.0)$ | $13.7(-3.3)$ |
| 0.06 | $5.6(2.3)$ | $9.8(-5.7)$ |
| 0.1 | $7.9(3.0)$ | $5.9(-7.2)$ |
| 0.2 | $9.5(2.1)$ | $3.3(-5.7)$ |
| 0.3 | $10.1(1.1)$ | $2.2(-4.1)$ |
| 0.5 | $10.7(-0.2)$ | $1.2(-2.1)$ |
| 0.7 | $11.0(-0.9)$ | $0.6(-0.9)$ |
| 0.9 | $11.1(-1.3)$ | $0.2(-0.2)$ |
| tert-Butanol (GROMOS-Model)/Water(SPC-Model) |  |  |
| 0.06 | $7.0(3.8)$ | $7.2(-9.3)$ |
| 0.1 | $8.4(3.8)$ | $4.7(-9.2)$ |
| 0.2 | $9.7(2.6)$ | $2.5(-7.0)$ |
| tert-Butanol (OPLS-Model)/Water(SPC-Model) |  |  |
| 0.06 | $6.8(3.6)$ | $7.5(-9.0)$ |
| 0.1 | $8.4(3.8)$ | $4.8(-9.1)$ |
| 0.2 | $9.7(2.5)$ | $2.7(-6.9)$ |
| tert-Butanol (OPLS-Model)/Water(TIP4P-Model) |  |  |
| 0.06 | $7.5(4.3)$ | $6.1(-10.7)$ |
| 0.1 | $9.1(4.1)$ | $4.8(-10.1)$ |
| 0.2 | $10.6(2.9)$ | $2.4(-7.9)$ |

${ }^{a}$ The number of TBA and water molecules in the first shell was computed by integrating, respectively, the methane $-\mathrm{CH}_{3}$ and meth-ane-water-oxygen RDFs up to 0.53 nm .

Table 3. Thermodynamic Data for Methane Solvation (298 K, 1 atm ) in TBA/Water Mixtures ${ }^{\text {a }}$

| $X_{\text {TBA }}$ | $\Delta G_{\text {exp }}$ | $\Delta G_{\text {sim }}$ | $\Delta H_{\text {exp }}$ | $\Delta H_{\text {sim }}$ | $T \Delta S_{\exp }$ | $T \Delta S_{\text {sim }}$ |
| :--- | :---: | :---: | ---: | :---: | :---: | ---: |
| 0.0 | 8.3 | 8.6 | -11.5 | -2.6 | -19.8 | -11.2 |
| 0.01 | 8.4 | 8.6 | -8.4 | -0.7 | -16.6 | -9.2 |
| 0.03 | 8.4 |  | -7.6 |  | -16.0 |  |
| 0.04 |  | 8.2 |  | 2.9 |  | -5.3 |
| 0.06 | 8.1 | 7.6 | 4.6 | 4.5 | -3.5 | -3.1 |
| 0.1 | 6.6 | 5.7 | 3.9 | 3.6 | -2.7 | -2.4 |
| 0.15 | 5.3 | 4.7 | 3.5 | 1.1 | -1.8 | -3.6 |
| 0.2 |  | 4.3 |  | 0.2 |  | -4.1 |
| 0.3 | 3.4 | 2.7 | 0.7 | -1.0 | -2.7 | -3.7 |
| 0.5 |  | 1.6 |  | -2.9 |  | -4.5 |
| 0.6 | 2.0 |  | 0.4 |  | -1.6 |  |
| 0.7 |  | 1.0 |  | -2.8 |  | -3.8 |
| 0.9 |  | 0.5 |  | -3.5 |  | -4.0 |
| 1 |  | 1.0 |  | -1.9 |  | -2.9 |
| a The experimental |  |  |  |  |  |  |

${ }^{a}$ The experimental data (denoted with subscript exp) were obtained from ref 26 (see section 2.4). The data calculated based on simulations (denoted with subscript sim) were obtained with the LV/ SPC model ${ }^{10}$ using test-particle insertions and finite temperature differences (eqs $1-3$ ). Units are $\mathrm{kJ} / \mathrm{mol}$.

RDFs at the same solution compositions. Methane preferentially interacts with TBA-methyl groups. All RDFs (left panel) show a first peak at 0.4 nm followed by a second and third peak superimposed on an exponential type decay of the RDF toward unity. The limiting value ( $\mathrm{RDF}=1$ ) is reached at approximately 1.5 nm with the LV/SPC model, while with all other models box sizes are too small to observe this limit. For the methane-water RDFs (right panel) the physical picture is reversed: a first peak is observed at


Figure 2. Solute $\left(\mathrm{CH}_{4}\right)$-solvent radial distribution functions $g(r)$ versus the distance $r$ at $x_{\text {TBA }}=0.06, x_{\text {TBA }}=0.1$, and $x_{\text {TBA }}$ $=0.2$ tert-butanol mole fractions: (a) methane-tert-butanol (methyl groups), (b) methane-water (oxygen). Solid line, LV/ SPC model; dashed, the GROMOS/SPC model; dotted, the OPLS/SPC model; dashed-dotted, the OPLS/TIP4P model.
0.36 nm , followed by a water depletion region $(\mathrm{RDF}<1)$ up to 1.5 nm for the LV/SPC model; with all other models the limiting value $\mathrm{RDF}=1$ is not reached for distances up to 2 nm . First shell coordination numbers obtained by integrating the RDFs up to the first minimum are summarized in Table 2.

To quantify the excess amount of TBA and water vicinal to the methane solute we calculated methane-solvent excess coordination numbers $N_{j}^{\text {ex }}$ defined as

$$
\begin{equation*}
N_{j}^{\mathrm{ex}}=\rho_{j} \int_{0}^{R}\left[g_{S j}(r)-1\right] 4 \pi r^{2} \mathrm{~d} r \tag{8}
\end{equation*}
$$

In eq $8, \rho_{j}$ denotes the solvent component number density, $g_{S j}(r)$ denotes the solute $\left(\mathrm{CH}_{4}\right)$-solvent RDF, and $R$ is an integration cutoff, which we chose to be 1 nm . Figure 3a,b shows the methane-TBA and methane-water excess coordination numbers, respectively. The $\mathrm{CH}_{4}-\mathrm{TBA}$ excess coordination number (LV/SPC model) goes through a maximum at $x_{\text {TBA }}=0.1$, while the $\mathrm{CH}_{4}$-water excess coordination number goes through a minimum at this solvent composition. This behavior correlates with a maximum observed in the TBA-TBA Kirkwood-Buff integral at the same solvent composition. ${ }^{10}$ With the GROMOS and OPLS models excess coordination numbers are found that exceed those obtained with the LV/SPC model by $50-60 \%$.


Figure 3. (a) Excess coordination numbers (eq 8 with $R=$ 1 nm ) for methane and tert-butanol obtained with the LV/SPC model (black circle), the GROMOS/SPC model (triangle), the OPLS/SPC model (cross), and the OPLS/TIP4P model (square). (b) Excess coordination number (eq 8 with $R=$ 1 nm ) for methane and water (oxygen).

### 3.3. Methane Solvation Enthalpy and Entropy. Figure

 $4 \mathrm{a}, \mathrm{b}$ shows the methane solvation enthalpies and entropies versus the alcohol mole fraction of the solution. Interestingly, these curves are nonmonotonic in contrast to the solvation free energy (Figure 1). The experimental data (squares) indicate a rapid increase of $\Delta H$ with $x_{\text {TBA }}$. Methane solvation is exothermic in water but switches to endothermic between 3 and $6 \mathrm{~mol} \% \mathrm{TBA}$ in the solution. A maximum in $\Delta H$ is observed at $x_{\mathrm{TBA}}=0.06$. The methane solvation enthalpy decreases with a further increase of $x_{\text {TBA }}$. The methane solvation entropy rapidly increases up to $x_{\mathrm{TBA}} \approx 0.1$ and then remains practically constant. With the LV/SPC model the experimental enthalpy curve and the transition from exo- to endothermic solvation are qualitatively reproduced. The maximum is predicted at the appropriate alcohol concentration and is almost quantitatively reproduced. At higher TBA mole fractions ( $x_{\text {TBA }}>0.06$ ) the solvation enthalpies are underestimated, while at higher alcohol dilution ( $x_{\text {TBA }}<0.06$ ) the solvation enthalpies are overestimated (see also Table 3 ). The same observations apply for the solvation entropies. Note that in water $\left(x_{\mathrm{TBA}}=0\right)$ the methane solvation enthalpy and entropy are significantly overestimated. This is caused by a too large thermal expansion coefficient of the SPC water model resulting in a too large solvent reorganization enthalpy. ${ }^{11,25}$ Based on the GROMOS and OPLS models (right panel in Figure 4) the solvation enthalpies and entropies are less well reproduced; although the downward trend of the

Figure 4. (a) Methane solvation enthalpies $\Delta H$ presented versus the tert-butanol mole fraction $x_{\text {TBA }}$ in the solvent and (b) methane solvation entropies $T \Delta S$ versus $x_{\text {TBA }}$. For the LV/ SPC model, solvation entropies and enthalpies obtained by finite temperature difference are shown as gray circles; the solvation enthalpies and entropies, obtained through the direct difference route, are shown as red circles. For the GROMOS and OPLS models (right panel), the solvation enthalpies and entropies were obtained through the direct difference route.

Table 4. Methane Solvation Enthalpy $(\Delta H)_{\text {direct }}$ Obtained from Taking Direct Energy Differences (cf. Section 2.2), Solvation Enthalpy $(\Delta H)_{\text {FT }}$ Obtained by Finite-Temperature (FT) Differences (Eqs 1-3), Structural Solvent Reorganization Energy ( $\Delta H_{\mathrm{vv}}$ ), and Solute-Solvent Binding Energy ( $\Delta H_{\mathrm{uv}}$ ) in TBA/Water (298 K, 1 atm ) Obtained with the LV/SPC Model ${ }^{10 a}$

| $x_{\text {TBA }}$ | $R T^{2} \alpha_{P}$ | $(\Delta H)_{\text {direct }}$ | $(\Delta H)_{F T}$ | $\Delta H_{\mathrm{vv}}$ | $\Delta H_{\mathrm{uv}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.54 | $-2.2 \pm 0.4$ | -2.6 | 11.2 | -13.8 |
| 0.01 |  |  | -0.7 | 12.7 | -13.4 |
| 0.04 | 0.71 | $3.0 \pm 0.2$ | 2.9 | 16.2 | -13.3 |
| 0.06 | 0.76 | $3.6 \pm 0.2$ | 4.5 | 17.7 | -13.2 |
| 0.1 | 0.83 | 1.6 | 3.6 | 16.6 | -13.0 |
| 0.15 |  |  | 1.1 | 14.1 | -13.0 |
| 0.2 | 0.86 | $-0.3 \pm 0.4$ | 0.2 | 13.1 | -12.9 |
| 0.3 | 0.88 | $0.2 \pm 0.4$ | -1.0 | 12.0 | -13.0 |
| 0.5 | 0.86 | $-3.2 \pm 0.5$ | -2.9 | 10.2 | -13.1 |
| 0.7 | 0.87 | $-5.0 \pm 0.5$ | -2.8 | 10.2 | -13.0 |
| 0.9 | 0.86 | $-5.4 \pm 0.9$ | -3.5 | 9.5 | -13.0 |
| 1 | 0.87 | $-2.5 \pm 0.8$ | -1.9 | 11.0 | -12.9 |
| a Note that $\Delta H$ | depends only weakly on the TBA/water solvent |  |  |  |  |

${ }^{\text {a }}$ Note that $\Delta H_{\mathrm{uv}}$ depends only weakly on the TBA/water solvent composition, while $\Delta H_{v v}$ determines the compositional dependence of $\Delta H$. Units are $\mathrm{kJ} / \mathrm{mol}$.
enthalpy agrees with the experimental data, the sign is wrong, indicating that a significant, positive enthalpy contribution is missing.

Table 4 and Figure 5 show the contributions of the solvent reorganization enthalpy (cf. eq 4) to the overall solvation enthalpy. Inspection of these data (LV-model) shows that


Figure 5. Methane solvation enthalpies $\Delta H$ (black circles), obtained from finite temperature differences (eqs 1-3), and contributions of solute-solvent interactions $\Delta H_{\mathrm{uv}}$ (squares) (eq 5) and solvent reorganization enthalpy $\Delta H_{v v}$ (triangles) (eq 4) for the LV/SPC model. Note that changes of $\Delta H$ with the alcohol/water solution composition are almost exclusively determined by the enthalpy change $\Delta H_{v v}$ of structural solvent reorganization.

Table 5. Contributions of Water-Water, TBA-TBA, and TBA-Water Interactions to the Solvent Reorganization Enthalpy $\Delta H_{\mathrm{vv}}$ at 298 K and $1 \mathrm{~atm}^{a}$

| $\chi_{\text {TBA }}$ | $\Delta H_{\mathrm{H}_{2} \mathrm{O}-\mathrm{H}_{2} \mathrm{O}}$ | $\Delta H_{\text {tba-tba }}$ | $\Delta H_{\text {tBA }-\mathrm{H}_{2} \mathrm{O}}$ |
| :---: | :---: | :---: | :---: |
| LV/SPC |  |  |  |
| 0.04 | $80 \pm 3$ | $-16 \pm 9$ | $114 \pm 17$ |
| 0.06 | $-5 \pm 13$ | $-35 \pm 8$ | $219 \pm 19$ |
| 0.1 | $-41 \pm 22$ | $-11 \pm 13$ | $210 \pm 31$ |
| 0.2 | $-54 \pm 42$ | $14 \pm 29$ | $189 \pm 64$ |
| 0.3 | $13 \pm 42$ | $91 \pm 35$ | $31 \pm 72$ |
| 0.5 | $-63 \pm 36$ | $46 \pm 33$ | $151 \pm 63$ |
| 0.7 | $-21 \pm 37$ | $86 \pm 36$ | $63 \pm 68$ |
| 0.9 | $0 \pm 8$ | $131 \pm 14$ | $2 \pm 18$ |
| GROMOS/SPC |  |  |  |
| 0.06 | $-13 \pm 19$ | $-2 \pm 11$ | $158 \pm 25$ |
| 0.1 | $-89 \pm 31$ | $-27 \pm 19$ | $242 \pm 40$ |
| 0.2 | $-53 \pm 61$ | $33 \pm 43$ | $134 \pm 95$ |
| OPLS/SPC |  |  |  |
| 0.06 | $-18 \pm 35$ | $-10 \pm 26$ | $164 \pm 50$ |
| 0.1 | $-43 \pm 55$ | $-1 \pm 44$ | $171 \pm 91$ |
| 0.2 | $-138 \pm 162$ | $-63 \pm 137$ | $311 \pm 272$ |
| OPLS/TIP4P |  |  |  |
| 0.06 | $-63 \pm 31$ | $-33 \pm 29$ | $231 \pm 48$ |
| 0.1 | $-87 \pm 60$ | $-27 \pm 44$ | $238 \pm 92$ |
| 0.2 | $95 \pm 100$ | $165 \pm 85$ | $-119 \pm 329$ |

${ }^{a}$ The contributions were obtained by subtracting the potential energy components of a pure solvent box from the respective energy components of boxes including ten methane solutes. Averaging was performed over 100 ns simulations (Table 1). The error bars were obtained by block averaging. Units are $\mathrm{kJ} / \mathrm{mol}$.
the shape of the enthalpy curve is entirely determined by the solvent reorganization enthalpy $\Delta H_{\mathrm{vv}}$; the solute-solvent enthalpy $\Delta H_{\mathrm{uv}}$ changes only little with the solution composition (Figure 5). Further separation of $\Delta H_{\mathrm{vv}}$ in Table 5 shows that the largest contribution to the enthalpy maximum observed in Figures 4a and 5 results from changes in tert-butanol-water interactions. With the GROMOS/SPC, OPLS/ SPC, and OPLS/TIP4P models changes in tert-butanolwater interactions result in a positive enthalpy contribution too, but these are smaller or compensated by a negative


Figure 6. Simulation snapshots (LV/SPC model) showing the composition of the first solvation shell of methane (gray sphere) at $x_{\text {TBA }}=0.1$. All solvent molecules within 0.6 nm from the central methane solute are shown. Color code: oxygen (red), hydrogen (white), and carbon/methyl (green). Alcohol molecules preferentially solvating methane lose hydration waters.
enthalpy contribution of water-water interactions resulting in a larger discrepancy with the experimental data (Figure 4a).

The solvation entropy (Figure 4b) follows the trend of the enthalpy (Figure 4a); however, there is no clear maximum. We note here that the solvent reorganization enthalpy occurs as a contribution $\Delta H_{\mathrm{vv}} / T$ in the entropy, ${ }^{30,31,11}$ hence it is not surprising that the discrepancies in $\Delta H$, observed with the GROMOS and OPLS models, occur in the entropy changes too.
3.4. Discussion. Mixtures of tert-butanol and water exhibit significant alcohol clustering at low alcohol contents. The largest excess alcohol-alcohol aggregation occurs around $10 \mathrm{~mol} \%$ alcohol in the mixture. ${ }^{10}$ From Figures 2 and 3 it is evident that methane is solvated by these hydrated clusters. Snapshots of this situation are shown in Figure 6 and include only the solvent molecules in the first solvation shell. A key difference between the LV model, on the one hand, and the GROMOS and OPLS models, on the other hand, is that the LV model has been parametrized to reproduce the experimental alcohol and water activities in the mixture. ${ }^{10}$ Alcohol clusters in the water-rich composition regions remain sufficiently hydrated to keep the system miscible. Water molecules are however expelled from the alcohol clusters by the introduction of methane. As shown in Table 5, this leads to a significant enthalpy increase due to disruption of alcohol-water cohesive interactions. The endothermic heat of methane dissolution around $x_{\text {TBA }}=0.1$ (Figure 4) is therefore explained by the atomic-scale picture where methane sticks to alcohol clusters and expels hydration water.

The procedure of validating the solvation enthalpies and entropies seems to provide better insight in the accuracy of solvent models in general since the discrepancies observed in these quantities (Figure 4, right panel) are larger than in the solvation free energy (Figure 1). A similar observation was made by Weerasinghe and Smith, ${ }^{32}$ who found that free energies of cavity formation in aqueous urea systems are independent of the extent of urea aggregation, while preferential interaction is intimately related to the solution mixture structure. As we pointed out above, the solvent reorganization enthalpy $\Delta H_{\mathrm{vv}}$ is always exactly enthalpy-entropy compensating, and, therefore, it does not influence the free energy change. ${ }^{30,31,11}$ The free energy change can therefore be perfectly reproduced, while its enthalpic and entropic components are
not. The solvation enthalpy, which contains a contribution $\Delta H_{\mathrm{vv}}$, and entropy, which contains a contribution $\Delta H_{\mathrm{vv}} / T$, are strongly influenced by changes in solvent-solvent interactions and in that sense sensitively probe the quality of the force field describing the aqueous/organic solvent mixture.

## 4. Conclusions

We performed atomistic computer simulations of methane solvated in mixtures of tert-butanol and water. In addition to aspects of preferential methane solvation in terms of radial distribution functions and excess coordination of solvent components, we calculated the methane solvation free energy, enthalpy, and entropy based on four force field models available in the literature. Since preferential solvation of solutes by cosolvent or water molecules is likely to be coupled to aspects of cosolvent and water clustering in the solvent mixture, we used the Lee and Van der Vegt (LV) force field, ${ }^{10}$ which was parametrized to reproduce the solvent Kirkwood-Buff integrals. We find that the enthalpy and entropy changes of methane insertion are very sensitive to changes of solvent-solvent interactions and therefore accurately probe the quality of the force fields for this solvent mixture. In particular, at high alcohol dilution, methane sticks to hydrated alcohol clusters and expels alcohol hydration water. This process is responsible for an endothermic heat of methane solvation (as opposed to exothermic solvation in pure water) and an increase of the solvation entropy.
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#### Abstract

In this paper, we describe a new distributed computing framework for crystal structure prediction that is capable of performing crystal structure searches for flexible molecules within any space group and with an arbitrary number of molecules in the asymmetric unit. The distributed computing framework includes a series of tightly integrated computer programs for generating the molecule's force field, sampling possible crystal structures using a distributed parallel genetic algorithm, locally minimizing these structures and classifying, sorting, and archiving the most relevant ones. As an example, we report the results of its application to the prediction of the crystal structure of the elusive $N$-(2-dimethyl-4,5-dinitrophenyl) acetamide, a molecule for which its crystal structure proved to be one of the most difficult cases in the last CSP2004 blind test for crystal structure prediction.


## Introduction

The crystal structure prediction (CSP) of organic compounds can be described as the process of creating a list of crystal structure candidates, which are likely to be found experimentally, using only the molecular composition and connectivity as input information. The prediction of crystal structures for organic molecules is of great importance in many industries like pharmaceuticals, agrochemicals, pigments, dyes, explosives, and so forth, because many of the macroscopic properties of their products are highly dependent on their crystal structures. The existence of different crystals for the same compound, a phenomenon called polymorphism, ${ }^{1,2}$ generally implies a significant variation of the substance's macroscopic properties, such as solubility, bioavailability, vapor pressure, crystal size and color, and so forth, depending on the predominant polymorph present in the material. Therefore, knowledge in advance of a plausible set of possible crystal structures provides important informa-

[^25]tion that can be used for controlling the manufacturing process of solid organic compounds with the desired properties. ${ }^{3}$

Since the 1990s, a diverse group of methods have been developed for CSP. ${ }^{4}$ The collective accomplishments of this research community have been summarized in the reports from the three blind tests for CSP conducted under the auspices of the Cambridge Crystallographic Data Center. ${ }^{4-6}$ While the results of these workshops show gradual improvement in the predictive capability of the existing methods, there is general agreement that improvements are still necessary in both the force fields needed to better represent the molecular interactions and the optimization techniques used to search the complex energy landscape of molecular crystals. ${ }^{4}$ This paper describes our recent developments to improve the latter aspect of CSP when taking advantage of the great progress in parallel computing realized in recent years.

Although the methods used for CSP vary, all of them follow four general procedures: ${ }^{4}$ (1) the definition of a molecular model, which may or may not allow the simultaneous change of the molecular conformation during the
crystal structure searches, (2) an algorithm for searching plausible packing arrangements of the molecules in the crystal structure, (3) a method for ranking the structures according to their relative energies, usually defined by an empirical force field, and (4) a method for the classification and archival of the most relevant structures.

The molecular models can be classified into two groups known as rigid and flexible. ${ }^{6}$ Within the rigid models, which are the most widely used today, the conformation of the molecule is kept fixed during the crystal structure search process. Usually, the molecular conformations considered are selected a priori by analyzing the molecule's conformational energy profile calculated for the isolated molecule using ab initio methods. This approach is a reasonable approximation when the intermolecular interactions are much smaller than the energy modes associated with the internal degrees of freedom of the molecule. However, this is not the case for flexible molecules for which the intermolecular interaction energies are often of the same order of magnitude than the rotational barriers around single bonds. Methods that allow the concurrent relaxation of the molecular geometry through the global search of the crystal structure are needed for many important applications in which flexible molecules should be considered.

The search for possible packing arrangements of the molecules in a crystal is generally implemented by a global optimization algorithm. Many search techniques have been used for this step, ranging from grid-based searches to stochastic methods like Monte Carlo simulated annealing and genetic algorithms (GAs). Following our previous work, here we continue using our modified GA approach, ${ }^{4,7,8}$ which provides a convenient path to parallel implementations that can take advantage of modern computer equipment. It should be noted that our modified GA always includes a local minimization step for all of the structures considered in the GA evolution; that is, only locally minimized structures are included in the GA populations.

In principle, there are two approaches that could be used for CSP; either the search is constrained to run on a relatively small number of space groups one at a time or the search can be run totally unconstrained. The first approach leads to a significant reduction of the search space, and its usefulness lies in the fact that $92.7 \%$ of the organic crystals belong to only 18 of 230 space groups ${ }^{9}$ and that $91.7 \%$ of the known organic crystal structures have only one molecule $\left(Z^{\prime}=1\right)$ in their asymmetric unit. The disadvantage of this approach is that it is not able to find structures that may not be in the most common symmetry groups. Searches without symmetry constraints, based on the $P 1$ space group with a variable number of molecules in their unit cell, have been reported, but they are extremely difficult because the significant increase in the search space greatly reduces their ability to produce a representative sampling of the possible packing arrangements. ${ }^{9}$ In spite of the drawbacks of the unconstrained searches, in our computer programs, we have implemented both methodologies for completeness. Our preliminary findings of their relative performance of the constrained and unconstrained searches of the crystal structure of N -(2-
dimethyl-4,5-dinitrophenyl) acetamide confirm the lack of predictive powder of unconstrained searches.

The ranking of the structures generated by the search algorithm is generally done according to their calculated energy. This criterion is based on the assumption that the crystallization process is under thermodynamic control. Although there is evidence that this is not always the case, ${ }^{10,11}$ it is reasonable to assume that any metastable crystal structure should have a crystal energy close to the global minimum. ${ }^{12}$ Alternative criteria for ranking crystal structures are sometimes used, for instance, taking into account the threedimensional regularities commonly observed in the crystal structures deposited in the Cambridge Structural Database. ${ }^{13}$ An extensive comparison of the methods currently available for CSP can be found in the Supporting Information of ref 4.

The comparison and classification of the resulting crystal structures is generally accomplished by sorting them by energy and eliminating from the list those structures that can be superimposed within a given tolerance, this can be done using programs like CRYCOM ${ }^{14}$ or COMPACK. ${ }^{15}$ Crystal structures with more than one molecule in the asymmetric unit may exhibit higher symmetry than required for the space group in which their search was performed; the additional symmetry elements in these structures can be found using the $A D D S Y M$ algorithm in $P L A T O N^{16}$ or the symmetry finder in Cerius $2 .{ }^{17}$

This paper describes a distributed computer framework where several independent computer programs have been integrated to provide a comprehensive environment for CSP. Within this environment it is possible to (1) search for crystal structures within any symmetry group and with an arbitrary number of molecules and molecular types per asymmetric unit; (2) search structures using either the rigid or flexible molecule models; (3) automatically generate the molecule's force field using existing force field libraries; (4) increase the sampling power and the complexity of molecules amenable to CSP studies using the parallel and distributed computing capabilities of the system; and (5) automatically compare, sort, and archive the most relevant structures in a user database.

As an example, we show that this method can correctly predict the structure of $N$-(2-dimethyl-4,5-dinitrophenyl) acetamide, a well-recognized "problem" case in the crystal prediction literature.

## Computational Methods

Modified Genetic Algorithm for Crystal Structure Prediction (MGAC). GAs are a family of search techniques rooted on the ideas of Darwinian evolution. ${ }^{18}$ Operators analogous to crossover, mutation, and natural selection are employed to perform a search able to explore and learn the multidimensional parameter space and to determine which regions of the space provide good solutions to a problem and in which the search should be intensified. To improve their convergence, GAs are commonly coupled with local optimizations at each generation, a practice that has been followed in this work. Therefore, it is important to emphasize
that all the crystal structures reported here correspond to local minima of the potential energy surface.

Crystal Structure Model. When using GAs for the prediction of crystal structures, these structures have to be encoded in a genome that can be manipulated by the genetic operators as well as used to calculate the energy of the crystal structure they represent. For organic crystals, the molecular geometries are highly constrained by strong covalent bonds, leading to a considerable reduction of the number of parameters that are allowed to change during the global search. This means that it is not necessary to include the molecule's bond lengths and bond angles in the global optimization because their values in the crystal structure are always close to those in the isolated molecule. Therefore, they can be obtained by performing only local optimizations in which these parameters are allowed to change. Because the rotational barriers around single covalent bonds are comparable to the intermolecular interaction energies, their associated dihedral angles can be significantly affected by the intermolecular interactions leading to values in the crystal that are quite different than those in the isolated molecule. Therefore, these dihedral angles must be included in the global optimization to allow the exploration of conformations which may become energetically favorable for the certain packing motifs.

For each molecular species, we define a molecular frame anchored to the rigid structure of the molecule in which the positions of all the atoms can be determined. Using this molecular frame, we define the genome for a crystal structure with $n$ molecules in the asymmetric unit, by specifying in the crystal frame the position of the origin of the molecular frames, $\mathbf{R}_{1} \ldots \mathbf{R}_{n}$, and the orientation of the molecular axis relative to the crystal frame, $\Theta_{1} \ldots \Theta_{n}$. These orientations are given by the corresponding Euler angles. For rigid molecules using these parameters, the symmetry group, and the molecular geometry, it is possible to calculate the position of all the atoms in the unit cell. For flexible molecules, as discussed above, the genome needs to be augmented by $k$ scalars, $\Phi_{1} \ldots \Phi_{k}$, that give the values of the $k$ single-bond dihedral angles, measured in the molecular frame, that are allowed to change during the global optimization. It is very important to understand that the inclusion of these dihedral angles in the genome allows the GA to sample regions of the conformation space with quite different dihedral angles than those used as starting parameters. While these regions may not be energetically favorable for the isolated molecule they may be favorable for certain packing configurations. Note that regardless of which dihedral angles are included in the genome, all the intramolecular geometry parametersbond lengths, bond angles, and dihedral angles-are always locally optimized in every GA generation.

The MGAC program only considers the lattice angles ( $\alpha$, $\beta, \gamma)$ as independent parameters in the GA optimization. The lattice lengths $(a, b, c)$ are treated as dependent parameters derived from the position of the molecules in the unit cell. In this respect, MGAC uses an approach similar to the one in Polymorph Predictor. ${ }^{9}$ The lattice lengths are determined as follows: Given the molecular coordinates and the lattice angles that define the crystal structure, the initial estimates of the values of lattice lengths are chosen such that they
define the smaller space that encloses all the molecules in the asymmetric unit. To reduce the chance of producing very short intermolecular distances between molecules in the unit cell and their neighbors, which can lead to spurious results when locally optimized, the asymmetric unit is extended to guarantee a minimal intermolecular distance (by default, $3 \AA$ ). Note that this arbitrary determination of the initial values of the lattice parameters does not have any effect on the final crystal structures as they undergo a local minimization in which all the inter- and intramolecular parameters are optimized. This last step allows that the effects of molecular interactions be included in the local refinement of the entire crystal structure.

Modified Genetic Algorithm. Except for the addition of the lattice angles, the crystal structure encoding given in the last section resembles the one used to describe molecular clusters. A very efficient GA scheme for molecular cluster optimization has been previously proposed by Niesse et al., ${ }^{19,20}$ and following this precedence, we have implemented in MGAC the one-point-crossover, two-point-crossover, n-point-crossover, uniform-crossover, arithmetic-crossover, inversion-crossover, geometric-crossover, and gaussian mutation genetic operators. ${ }^{20}$ All of these operators are used in MGAC when acting on the molecular parameters. For the lattice angles, the inversion-crossover was removed from the operator list to preserve the crystal system, such that the resulting group of operators always transforms a triclinic structure into another triclinic and so forth.

Starting from a set of crystal structures randomly created (the initial generation or population), one can use these operators to construct a new set of crystal structure candidates for the next generation. The program verifies that the lattice angles define a linear independent set of lattice vectors in three dimensions, eliminating any spurious quasi-planar or linear structures. Any structure that does not meet this test is eliminated and replaced by a new one randomly generated. This procedure is repeated until a complete new population is generated. At each GA evolution, all the new structures (by default, the number of new structures is half of the population size) are relaxed to the corresponding local minima using the local optimization techniques available in CHARMM. ${ }^{21,22}$ The local optimization, in which all the interand intramolecular degrees of freedom are allowed to change, is performed within the desired space group and produces a new set of candidate solutions that compete with the preexisting solutions for their permanence in the population. This competition is implemented by combining both sets of solutions into a larger population from which the worst candidates are eliminated until the number of structures equals the desired population size. The fitness of the solution is given by the total energy of the crystal structure evaluated after the local optimization. This defines the population from which the next generation can be obtained by repeating the procedure just described above. This evolution is repeated either for a predetermined number of generations or until the diversity of the population reaches such uniformity that the GA procedure becomes a random search.

The algorithm described above can be used to perform constrained searches in any of the 230 space groups with an
arbitrary number of molecules and molecule types on the asymmetric unit. Therefore, MGAC can be used by systematically searching solutions in different symmetry groups, normally restricting the search to the most common ones or by unconstrained searches, a methodology that has not yet been proved effective in CSP.

To reach the high sampling power required for these studies, we have used a global parallelization scheme of the genetic algorithm implemented in MGAC. In every generation, the parallelization scheme relies on the simultaneous run of the local optimization of the crystal structures belonging to the same population. The parallelization was done using our adaptive parallel genetic algorithm, $A P G A .{ }^{23}$ $A P G A$ was designed to perform efficiently on a heterogeneous cluster of computers and to provide a great degree of adaptability and performance in distributed systems. This level of parallelization allows making the execution time of MGAC approximately independent of the population size when a sufficient number of processors is available for the calculations.

The MGAC package is written in $\mathrm{C}++$, using $B A S H^{24}$ for scripting, MPICH ${ }^{25}$ for parallel programming, GALib ${ }^{26}$ for the GA implementation, and xerces- ${ }^{27}$ for parsing input and output $X M L^{28}$ files.

Force Field Generator. An automatic force field generator, charmmgen, was implemented on the basis of antechamber. ${ }^{29}$ Given the molecular composition and connectivity, this program calculates the molecule's force field parameters on the basis of the general amber force field, GAFF, ${ }^{30}$ or any other force field library with a similar functional form. In this work, we have used the default parameters of GAFF, ${ }^{30}$ which is a general force field with parameters for most organic and pharmaceutical molecules containing $\mathrm{H}, \mathrm{C}, \mathrm{N}$, $\mathrm{O}, \mathrm{S}, \mathrm{P}$, and halogens. It uses a simple functional form in which the energy is defined by

$$
\begin{aligned}
E= & \sum_{\text {bonds }} k_{r}\left(r-r_{\mathrm{eq}}\right)^{2}+\sum_{\text {angles }} k_{\theta}\left(\theta-\theta_{\mathrm{eq}}\right)+ \\
& \sum_{\text {dihedrals }} \frac{v_{n}}{2}[1+\cos (n \phi-\gamma)]+\sum_{i<j}\left[\frac{A_{i j}}{R_{i j}{ }^{12}}-\frac{B_{i j}}{R_{i j}{ }^{6}}+\frac{q_{i} q_{j}}{\epsilon R_{i j}}\right]
\end{aligned}
$$

where $r_{\text {eq }}$ and $\theta_{\text {eq }}$ are equilibrium structural parameters; $k_{r}$, $k_{\theta}$, and $v_{n}$ are the force constants; $n$ is the multiplicity; and $\gamma$ is the phase angle for the torsional angle parameters. The $A, B$, and $q$ parameters describe the nonbonded potentials. In this work, we calculated the atomic charges, $q_{i}$, using the restrained electrostatic potential approach implemented in the RESP program..$^{31}$ This program fits the atomic charges to reproduce the electrostatic potential generated by the molecule's charge distribution, which was calculated using the Gaussian $03^{32}$ package at the HF/6-31G* level. The atomic charges used for N -(2-dimethyl-4,5-dinitrophenyl) acetamide were calculated at the optimized geometry (HF/ $6-31 G^{*}$ level) of the isolated molecule, but it was verified that they do not change in any appreciable way for other conformations of the molecule.

All the crystal energy calculations and local optimization are performed using CHARMM ${ }^{21,22}$ with the GAFF $^{30}$ parameters. At least two unit cells were included in the
simulation box in every direction, short range nonbonded interactions were summed up to a cutoff of $14 \AA$, and the electrostatic interactions were calculated using the Ewald technique.

Analysis of the Resulting Structures. Once a series of MGAC runs has been performed, it is necessary to sort and compare the crystal structures generated in these runs to find the $n$ unique ones with the lowest energies. Because of numerical fluctuations, the set of structures generated by the MGAC runs has many similar structures with small energy differences that correspond to the same physical structure. Therefore, it is necessary to detect and remove these duplicate crystal structures from the final list. There are several wellestablished methodologies for comparing three-dimensional crystal structures, such as a comparison of their computed powder patterns, ${ }^{33,34}$ and the CRYCOM ${ }^{14}$ or COMPACK ${ }^{15}$ programs, but because the source codes of these programs are not available, they could not be easily integrated into our computer framework. Therefore, we have implemented an alternative method that was easily integrated into our crystal prediction environment.

Our approach is similar to the one implemented in COMPACK, ${ }^{15}$ based on the comparison of the structures of two finite clusters, but because MGAC preserves the atomic labels of the molecules, we avoid the expensive computational step of building a classification tree to sort the atomic labels of the molecules in the two fragments.

Our method uses two spherical clusters of $n$ and $m$ molecules, with $m>n$, that represent the three-dimensional structures of the two crystal structures under comparison. We call these two clusters the reference and compared fragments, respectively. The number of molecules in each cluster needs to be sufficiently large to completely characterize the environment surrounding the central molecule of each fragment, which should be one of the molecules in the asymmetric unit. By default, the values of $n$ and $m$ are set to 16 and 24 , respectively, but it should be emphasized that the comparisons are always done using the same number of molecules in each fragment, that is, matching the reference cluster with only a fraction of the molecules in the compared cluster. Our experience shows that very small changes in crystal structures can produce a different set of molecules in the list of the $n$ ones closest to the central molecule. This can lead to the classification of two similar crystals as different ones because a dissimilar set of molecules has been included in the two finite clusters. Hence, it is convenient to have a larger compared cluster to ensure that all the molecules in the smaller reference fragment are included in the compared cluster. Because within MGAC we preserve the atomic labeling of the individual molecules, the comparator program can easily search for the best rotation and translation to superimpose the chosen central molecules of each fragment. This is done by minimizing the root-meansquare (RMS) deviations of their atomic coordinates, excluding the hydrogen atoms, using the overlapping points algorithm develop by Kabsch. ${ }^{35,36}$ If the resulting RMS is higher than a given threshold (by default $0.5 \AA$ ), there is no match between the selected pair of central molecules and a new set may be chosen (see below). If the RMS is lower
than the threshold, the comparator searches for the best superposition between the reference fragment and a subset of $n$ molecules in the compared fragment. If the resulting RMS is lower than a given value (by default, $1.0 \AA$ ), the two crystals are considered similar. If any of these comparisons, that is, between the central molecules and/or between the fragments, do not show a match and both crystal structures have only one molecule in their asymmetric unit, they are considered different. Otherwise, the comparator program repeats the process described above, constructing a new compared cluster for a different central molecule. This process continues until all possible molecules in the asymmetric unit of the compared crystal structure have been used as central molecules of the compared cluster. If no match is found, the entire process is repeated, but applying the inversion operation to the compared fragments. Finally, if no match is found when using the inversion operation, the two crystals are considered different.

The crystal comparator, named MOLCRY, has been written in $\mathrm{C}++$ and Python ${ }^{37}$ as an extension of the Computational Crystallography Toolbox. ${ }^{38}$ We have implemented in C++ those sections of the code that are computationally intensive, and Python code is used to interface the different parts of the code into a coherent application. Furthermore, Python was used to develop a set of Web services to automatically process and store the crystal structures produced by MGAC (see below) into a user data base.

When the crystal comparator is used, it is possible to create the list of the $n$ unique crystal structures with lowest energy for a given set of MGAC runs. This is accomplished by comparing any candidate to be added to the list against a subset of the structures already in it. This subset of structures is chosen such that their crystal structures do not differ in energy by more than a given amount (by default, $16 \mathrm{~kJ} / \mathrm{mol}$ ) of the new candidate structure. This limits the number of comparisons needed per candidate, assuring that the time required for building the list scales linearly with its size.

Web Services for Crystal Analysis. In order to automate and standardize the process of classification and comparison of the crystal structures, we have created Web services that perform the comparison and classification of the structures. These services provide also an interface to a user database in which the crystal structures studied in our laboratory can be maintained. These services were developed in Python using representational state transfer or REST ${ }^{39}$ architecture and the Django Web framework. ${ }^{40}$ REST was implemented on top of the hypertext transfer protocol or HTTP. ${ }^{41}$ This procedure greatly reduces the human time required for the analysis process, opening the possibility of using this framework for high-throughput CSP work. A detailed technical description of the implementation of these Web services is given as part of the Supporting Information.

## Results and Discussion

The crystal structure of $N$-(2-dimethyl-4,5-dinitrophenyl) acetamide has been recently used as a test case for flexible molecules in the last Cambridge blind test, CSP2004. ${ }^{4}$ The crystal structure of this molecule became one of the most difficult to predict by all the crystal prediction methodologies
presented in the CSP2004. Actually, none of the 18 participants in the CSP2004 found its experimental structure within the first three best candidates, which was the criterion used in CSP2004 for success.

While the structure of this compound is now known, ${ }^{4}$ all the calculations reported here have been done as if performing a blind test; that is, no information of the experimental structure was used a priori in our calculations. A series of 20 MGAC runs for each of the 14 most common space groups in organic molecules $-P 1, P \overline{1}, P 2_{1}, C 2, P c, C c, P 2_{1} /$ c, C2/c, P2 $2_{2} 2_{1}, P c a 2_{1}, P n a 2_{1}, P b c n, P b c a$, and Pnmawere executed for structures with one and two molecules per asymmetric unit. Each GA run produced 130 generations with 30 crystal structures each, using a crossover probability of 1.0 and a mutation probability of 0.001 . This procedure gave a total of 560 MGAC runs in which approximately 1.1 million crystal structures were evaluated for this molecule. This required an approximated total of 80000 CPU hours from the computational resources that were available at the CHPC Arches Metacluster ${ }^{42}$ and the NCSA Teragrid cluster. ${ }^{43}$ The first 200 different structures, sorted by energy, were extracted from the collection of all the structures (including repeated ones) generated by the combined runs. When MOLCRY running on a PC AMD Athlon 64 X2 2.2 GHz was used, this entire selection process was done in 240 min . From this list, 11 planar crystal structures were removed, and the resulting 189 structures were analyzed for missing symmetries using PLATON's ADDSYM algorithm. ${ }^{16}$

In Table 1, we present the 20 crystal structures with the lowest energy (the extended list of the 189 crystal structures is provided as Supporting Information). The experimental crystal structure was found ranked third by energy. Note that according to the criterion used in the CSP blind tests this should be considered a successful prediction. The comparison between this structure and the experimental one is given in Figure 1 and Table 2, showing the excellent agreement between them. Figure 2 depicts the first three crystal structures in Table 1 and their corresponding simulated powder diffraction patterns. It is apparent that, in spite of their close energies, they are quite different structures. This makes the agreement between the third structure and the experimental one even more remarkable. Clearly, our results suggest that future experimental work in searching for these polymorphs is highly desired.

It should be noted that the experimental crystal structure was found in a search constrained to the $P 2_{1}$ space group with $Z^{\prime}=2$, and not in the $P 2_{1} / c$ with $Z^{\prime}=1$ as it is known experimentally. The systematic absence of the experimental structure in the search constrained to the $P 2_{1} / c$ space group suggests that it is harder for the MGAC algorithm to find this crystal structure in its own symmetry group than in a less restricted search at $P 2_{1}$. To try to better understand this behavior, a separated series of 20 constrained GA runs in $P 2_{1} / c$ with $Z^{\prime}=1, P 2_{1}$ with $Z^{\prime}=2$, and $P 1$ with $Z^{\prime}=4$ was executed using MGAC. Note that in any of these three searches it is possible to find the experimental crystal structure. For each kind of search, we averaged the lowest energy reached by each of them at each generation. These average values and their corresponding standard deviations

Table 1. First 20 Lower-Energy Crystal Structures of $N$-(2-Dimethyl-4,5-dinitrophenyl) Acetamide ${ }^{a}$

| ranking | $\stackrel{a}{\AA}$ | $\begin{aligned} & b \\ & \AA \end{aligned}$ | $\begin{gathered} C \\ \AA \end{gathered}$ | $\alpha$ | $\beta$ | $\gamma$ | volume $\AA^{3}$ | space group | addsym | energy ${ }^{b}$ <br> kJ mol |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4.842 | 14.142 | 15.118 | 90.00 | 102.53 | 90.00 | 1011 | $P 2_{1} / \mathrm{c}$ |  | 0.00 |
| 2 | 14.865 | 8.097 | 16.749 | 90.00 | 90.00 | 90.00 | 2016 | Pbca |  | 0.39 |
| 3 | 12.554 | 4.799 | 19.406 | 90.00 | 118.58 | 90.00 | 1027 | P2 ${ }_{1}$ | $P 2 / \mathrm{c}$ | 1.14 |
| 4 | 4.849 | 9.659 | 11.953 | 109.99 | 96.84 | 96.94 | 514 | $P \overline{1}$ |  | 1.82 |
| 5 | 8.262 | 12.971 | 9.590 | 90.00 | 95.65 | 90.00 | 1023 | $P 2_{1 / c}$ |  | 2.03 |
| 6 | 10.247 | 11.064 | 9.470 | 90.00 | 105.71 | 90.00 | 1034 | $P 2_{1} / \mathrm{C}$ |  | 2.38 |
| 7 | 5.030 | 13.115 | 15.861 | 90.00 | 107.79 | 90.00 | 996 | $P 2_{1 / c}$ |  | 2.40 |
| 8 | 4.915 | 14.318 | 7.319 | 90.00 | 102.79 | 90.00 | 502 | $P 2_{1}$ |  | 2.40 |
| 9 | 8.105 | 16.598 | 8.179 | 90.00 | 112.34 | 90.00 | 1018 | $P 2_{1} / \mathrm{C}$ |  | 2.83 |
| 10 | 3.955 | 16.617 | 7.809 | 90.00 | 98.58 | 90.00 | 508 | $P 2_{1}$ |  | 3.47 |
| 11 | 9.037 | 15.783 | 7.481 | 90.00 | 112.19 | 90.00 | 988 | $P 2_{1 /} / \mathrm{c}$ |  | 3.59 |
| 12 | 8.422 | 9.536 | 15.112 | 90.00 | 121.81 | 90.00 | 1031 | PC | $P 21 / c$ | 3.73 |
| 13 | 11.821 | 4.825 | 19.397 | 90.00 | 111.96 | 90.00 | 1026 | $P 2_{1}$ | $P 2_{1} / \mathrm{c}$ | 3.76 |
| 14 | 7.324 | 14.988 | 9.524 | 90.00 | 99.36 | 90.00 | 1032 | Pc | $P 2_{1} / \mathrm{c}$ | 4.10 |
| 15 | 8.310 | 8.748 | 14.823 | 94.40 | 95.98 | 100.99 | 1047 | $P \overline{1}$ |  | 4.17 |
| 16 | 8.420 | 8.814 | 14.460 | 86.82 | 82.59 | 79.64 | 1046 | $P \overline{1}$ |  | 4.23 |
| 17 | 9.408 | 14.723 | 14.990 | 90.00 | 90.00 | 90.00 | 2076 | $P 2_{1} 2_{1} 2_{1}$ |  | 4.46 |
| 18 | 4.773 | 14.640 | 15.048 | 90.00 | 92.83 | 90.00 | 1050 | $P 2_{1 / c}$ |  | 4.58 |
| 19 | 9.201 | 7.995 | 14.330 | 90.00 | 100.15 | 90.00 | 1038 | $P 2_{1}$ |  | 4.59 |
| 20 | 4.828 | 14.921 | 14.448 | 90.00 | 95.12 | 90.00 | 1037 | $P 2_{1}$ |  | 4.67 |

[^26] structure energy of $-309.5077 \mathrm{~kJ} / \mathrm{mol}$.


Figure 1. Superposition between experimental (blue) and predicted (orange) crystal fragments (16 molecules) of N -(2-dimethyl-4,5-dinitrophenyl) acetamide crystal structures. The total RMS for this superposition is $0.158 \AA$.
are shown in Figure 3. It is interesting to observe that the optimizations with $Z^{\prime}=2$, while starting at a higher energy, after 70 generations find better solutions than those with $Z^{\prime}$ $=1$. This is a remarkable behavior because it would be expected that the increase in the dimension of the configurational space for $P 2_{1}$ would make it harder to find lowenergy structures. Clearly this is what happens in the case of the search in $P 1$, where the increased difficulty of finding low-energy structures is clearly noticeable by its slow convergence. MGAC is more efficient, at least for this molecule, when there are two molecules per asymmetric unit, and we speculate that this might indicate that the hypervolume of the attractive basin of the minimum corresponding to the experimental structure is much smaller for the search

Table 2. Comparison between the Experimental and Predicted Crystal Structures of N -(2-Dimethyl-4,5-dinitrophenyl) Acetamidea

|  | experimental | predicted | difference |
| :--- | :---: | :---: | :---: |
| $a(\AA)$ | 12.569 | 12.554 | $-0.33 \%$ |
| $b(\AA \AA)$ | 4.853 | 4.799 | $-1.1 \%$ |
| $c(\AA)$ | 19.672 | 19.406 | $-1.3 \%$ |
| $\alpha$ | 90.00 | 90.00 |  |
| $\beta$ | 119.95 | 118.58 | $-1.1 \%$ |
| $\gamma$ | 90.00 | 90.00 |  |
| $\operatorname{vol}\left(\AA^{3}\right)$ | 1040 | 1026 | $-1.3 \%$ |
| mRMS $(\AA)$ |  | 0.076 |  |
| $\operatorname{RMS}(\AA)$ |  | 0.158 |  |

${ }^{\text {a mRMS }}$ and RMS represent the best molecular and total root mean square.
constrained to $P 2_{1} / c$ and therefore less probable to find in the $P 2_{1} / c$ configurational space than in $P 2_{1}$.

The successful prediction of the experimental crystal structure of N -(2-dimethyl-4,5-dinitrophenyl) acetamide presented in this paper clearly contrasts with the results presented at the CSP2004. First, none of 18 participants found the experimental structure between the "top three" predictions, and only four participants found it in their extended list (up to 135 structures). Moreover, the best predicted structure exhibits a larger deviation from the experimental structure (RMS of $0.5 \AA)^{4}$ than the best structure reported here (RMS of $0.158 \AA$ ). This level of agreement shows that both the search methodology and the force field used in this study perform well for this molecule and most likely in similar compounds.

The energy range of the 189 structures collected in the final list is only $\sim 9.6 \mathrm{~kJ} / \mathrm{mol}$ (Figure 4). This means that there are $\sim 20$ crystal structures per $\mathrm{kJ} / \mathrm{mol}$, but as shown in Figure 4, their distribution as a function of energy is not


Figure 2. Comparison of the structures and powder diffraction spectra of the three lowest-energy structures of $N$-(2-dimethyl-4,5-dinitrophenyl) acetamide found in this study.


Figure 3. Average of the lowest energy per generation for 20 runs in three settings: $P 2_{1} / C(Z=1), P 2_{1}(Z=2)$, and $P 1(Z=4)$.
homogeneous. Even in this narrow range of energies, it is easy to appreciate the fast growth of the number of crystal structures close in energy to the global minimum. This shows that there are a large number of configurations with significant low energies to be considered as acceptable candidates for a minimum. Unfortunately, this can contribute to a rapid stagnation of the GA population and suggest that techniques like multiple independent runs (as used in this work), multiple concurrent populations, or random immigrants are necessary to obtain the desired convergence of the GA.

## Conclusions

This paper reports the implementation and testing of a new distributed computing environment for CSP based on our previous work on GA. The environment allows the search of crystal structures for either rigid of flexible molecules without any restriction in the symmetry group or number of


Figure 4. Energy histogram of the first 189 different crystal structures for the $N$-(2-dimethyl-4,5-dinitrophenyl) acetamide molecule.
molecules in the asymmetric unit. The computational environment allows for the automatization of many processes, like the generation of the molecule's force field, execution of multiple GA runs, and the comparison and archival of relevant structures necessary for CSP studies.

As an example, we have shown that the method can predict (using the CSP2004 criterion) the crystal structure of N -(2-dimethyl-4,5-dinitrophenyl) acetamide, which none of the methods presented at CSP2004 were able to predict correctly. Moreover, our predicted structure agrees much better with the experimental one than any of those found in the extended lists of the CSP2004 blind test.

Another important conclusion that can be drawn from the difficulties encountered in predicting the crystal structure of this molecule is that the prediction of the crystal structures of flexible molecules requires advance search procedures with extensive sampling capabilities as much as it requires
greater accuracy in the modeling of the intra- and intermolecular energies. ${ }^{44,45}$ Using the computer framework described here, we are performing more extensive tests of the MGAC method including a larger set of molecules and different force fields. The MGAC software will be available, under opensource licensing agreements, later in 2007.
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#### Abstract

Several semiempirical tight-binding models are parametrized and tested for aluminum clusters and nanoparticles using a data set of 808 accurate $\mathrm{Al}_{N}(N=2-177)$ energies and geometries. The effects of including overlap when solving the secular equation and of incorporating many-body (i.e., nonpairwise) terms in the repulsion and electronic matrix elements are studied. Pairwise orthogonal tight-binding (TB) models are found to be more accurate and their parametrizations more transferable (for particles of different sizes) than both pairwise and many-body nonorthogonal tight-binding models. Many-body terms do not significantly improve the accuracy or transferability of orthogonal TB, whereas some improvement in the nonorthogonal models is observed when many-body terms are included in the electronic Hamiltonian matrix elements.


## I. Introduction

Atomistic simulations of large systems require methods for computing electronic energies and their gradients that are orders of magnitude more efficient than most ab initio and density functional theory (DFT) methods. Simple analytic potential energy functions (e.g., Lennard-Jones, ${ }^{1}$ embedded atom, ${ }^{2}$ etc.) are efficient, but they are not always accurate and may not be valid for uses other than those for which they are parametrized. For example, we showed previously ${ }^{3,4}$ that analytic functions fit to either bulk data or diatomic data for pure aluminum perform poorly for particles of intermediate size, including clusters and nanoparticles. Although we were able to obtain ${ }^{4}$ analytic potential energy functions that are accurate for small clusters, nanoparticles, and bulk aluminum using reasonably simple functional forms and an efficient fitting strategy that includes both small clusters and the bulk, the problem of extending these fits to heteronuclear systems remains unsolved and would likely require modified functional forms, such as charge-transfer terms, ${ }^{5}$ variable atom types, ${ }^{6}$ and so forth.

Semiempirical molecular orbital or crystal orbital methods include extended Hückel theory, ${ }^{7}$ tight binding ${ }^{8}$ (which is simply a more flexible form of extended Hückel theory or

[^27]another name for extended Hückel theory), and neglect of differential overlap theories (like AM19,10 and others which have recently been reviewed ${ }^{11}$ ). They offer a theoretically attractive approach to modeling reactive systems because they are computationally affordable for many systems, while they include an orbital-based Hamiltonian, a diagonalization step, and the Pauli principle, three features that give rise to directional bonding and valence saturation. Some such methods, for example, Hoffmann's extended Hückel method, ${ }^{7}$ include orbital overlap both in parametrizing the Hamiltonian and in the secular equation, while other methods, both in physics and in chemistry, include orbital overlap (or a function with comparable dependence on interatomic distance) in the Hamiltonian, but not in the secular equation. (The original Hückel method, in which the Hamiltonian matrix elements were constants, is no longer widely used.) Methods that neglect overlap in the secular equation are usually labeled "orthogonal", whereas those that retain it in the secular equation are labeled "nonorthogonal", and we follow this usage here. Molecular orbital methods provide a natural energetic description of bond breaking and forming and many-body effects.

Another classification that may be made is based on whether a method is designed to include self-consistent (i.e., iterative) steps, which may be necessary for accurately
modeling charge transfer and polar bonds. Although the motivation is to eventually use orbital methods to model Al heteronuclear chemistry, the focus of the present work is limited to pure aluminum clusters and nanoparticles where charge transfer and bond polarity may be expected to be less important than other contributions to the total energy, and we therefore restrict our attention in the present article to noniterative methods without an explicit treatment of charge interactions.

Popular orbital-based semiempirical methods were tested recently ${ }^{12}$ for small aluminum clusters, where it was found that none of the semiempirical methods tested was accurate enough for quantitative work. The most accurate semiempirical method tested in ref 12 (AM1, ${ }^{9,10}$ which involves iterating to self-consistency) had an average error of $\sim 0.3$ $\mathrm{eV} /$ atom. Subsequently, several parametrizations based on the Wolfsberg-Helmholtz ${ }^{13}$ (WH) tight-binding (TB) model were obtained ${ }^{14}$ using a database of aluminum cluster $\mathrm{Al}_{N}$ ( $N=2-13$ ) energies with an average error as small as 0.03 $\mathrm{eV} /$ atom. Here, we build on that work and explicitly consider the transferability of TB parametrizations using an expanded data set, containing systems as large as 177 atoms. We also consider both orthogonal and nonorthogonal TB models, and we discuss the relationship between orthogonality and manybody effects.

The question of orthogonal versus nonorthogonal formulations also arises in semiempirical methods that include a self-consistent-field step. For example, AM1 ${ }^{9,10}$ and PDDG/PM3 ${ }^{15}$ both set the overlap matrix equal to unity in the secular equation, whereas SCC-DFTB ${ }^{16,17}$ and NO-MNDO ${ }^{18}$ include the overlap matrix in the secular equation, thereby increasing the cost. Nonorthogonal formulations also complicate the gradient calculation, ${ }^{19}$ and they make it more difficult to achieve linear scaling of computational times for large systems, although linear-scaling nonorthogonal formulations have been presented for both non-self-consistent ${ }^{20,21}$ and charge-self-consistent ${ }^{22}$ tight-binding methods. A recent ${ }^{23}$ study found that the mean unsigned error for the heat of reaction of 34 diverse isomerization reactions is $7.1,5.0$, and $2.8 \mathrm{kcal} / \mathrm{mol}(0.31,0.22$, and 0.12 eV$)$ for AM1, SCC-DFTB, and PDDG/PM3, respectively. Similar results were found for 622 heats of formation, with the nonorthogonal SCCDFTB intermediate in accuracy between AM1 and PDDG/ PM3 ${ }^{23}$ and with NO-MNDO better than MNDO for HCO compounds but not for HCN compounds. ${ }^{18}$ Thus, orthogonal formulations may be either less or more accurate than nonorthogonal ones, depending on the parametrization. The present study is designed to test the role of nonorthogonality in tight-binding theory by parametrizing nonorthogonal and orthogonal formulations in the same way using the same training data.

Section II briefly introduces the TB models that are considered in this paper. In section III, the database of accurate energies is described, and the TB models are parametrized and tested in section IV. Section V discusses the results, and section VI is a summary.

## II. Theory

A many-electron molecular wave function may be approximated as a product of one-electron wave functions $\psi_{j}$ that satisfy

$$
\begin{equation*}
\hat{H} \psi_{j}=\epsilon_{j} \psi_{j} \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{H}=\hat{T}+\hat{V}_{\mathrm{NE}}+\hat{V}_{2} \tag{2}
\end{equation*}
$$

$\hat{T}$ is the kinetic energy operator; $\hat{V}_{\mathrm{NE}}$ is the Coulomb operator for the attraction of the electron to all of the nuclei, and $\hat{V}_{2}$ is the sum of the two-electron operators for the Coulomb repulsion, exchange, and correlation. We treat the valence electrons explicitly and combine the core electrons with the nuclei as the total core.

To solve eq 1, the one-electron molecular orbitals $\psi_{j}$ are expanded in an atomic orbital basis set $\varphi_{\mu}^{k}$, where $i$ labels the individual atomic orbitals centered on atom $k$

$$
\begin{equation*}
\psi_{j}=\sum_{i} c_{i j} \varphi_{i} \tag{3}
\end{equation*}
$$

where $i \equiv(\mu, k)$. The optimal expansion coefficients are obtained by solving the secular equation

$$
\begin{equation*}
\mathbf{H c}=\epsilon \mathbf{S c} \tag{4}
\end{equation*}
$$

where $\epsilon$ is a diagonal matrix with diagonal elements $\epsilon_{j}$

$$
\begin{equation*}
H_{\mu \mu^{\prime}}^{k k^{\prime}}=\left\langle\varphi_{\mu}^{k}\right| \hat{H}\left|\varphi_{\mu^{\prime}}^{k^{\prime}}\right\rangle \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\mu \mu^{\prime}}^{k k^{\prime}}=\left\langle\varphi_{\mu}^{k} \mid \varphi_{\mu^{\prime}}^{k^{\prime}}\right\rangle \tag{6}
\end{equation*}
$$

The sum of the orbital energies (the eigenvalues of eq 4) weighted by the appropriate orbital occupancies $n_{j}$ (with $n_{j}$ $=0,1$, or 2 , where $j$ labels the eigenvalues and eigenvectors) is called the valence energy or the band energy, given by

$$
\begin{equation*}
E_{\mathrm{Val}}=\sum_{j} n_{j} \epsilon_{j} \tag{7}
\end{equation*}
$$

Energy levels are typically filled to minimize eq 7, which is called the aufbau principle. However, in some cases, it is useful to minimize a more general electronic energy given by

$$
\begin{equation*}
E_{\mathrm{Elec}}=E_{\mathrm{Val}}+\delta_{n_{j} 2} U_{\mathrm{Pen}} \tag{8}
\end{equation*}
$$

where $U_{\text {Pen }}$ is a penalty energy ${ }^{24}$ for pairing electrons. We consider several values of the penalty energy (including zero). The use of a penalty energy is operationally equivalent to having different Hamiltonians for spin-up and spin-down electrons, where the Hamiltonians differ only in that $U_{\text {Pen }}$ is added to the diagonal for spin-down electrons.

The total energy $E$ is

$$
\begin{equation*}
E=E_{\text {Elec }}+E_{\text {Core }}-E_{\mathrm{DC}} \tag{9}
\end{equation*}
$$

where $E_{\text {Core }}$ is the core-core repulsion and $E_{\mathrm{DC}}$ corrects for the double counting of the two-electron interactions $\hat{V}$. The double-counting term and the core-core repulsion are often
grouped together and represented by an effective pairwise repulsive term

$$
\begin{equation*}
E=E_{\text {Elec }}+V_{\text {Rep }} \tag{10}
\end{equation*}
$$

The pairwise form for $V_{\text {Rep }}$ has been justified by Foulkes and Haydock. ${ }^{25}$ We use a three-parameter repulsion with the form

$$
\begin{equation*}
V_{\mathrm{Rep}}=\sum_{k<k^{\prime}} A \exp \left(-B R_{k k^{\prime}}\right) / R_{k k^{\prime}}^{C} \tag{11}
\end{equation*}
$$

where $R_{k k^{\prime}}$ is the distance between atoms $k$ and $k^{\prime} ; A, B$, and $C$ are parameters; and the summation runs over all unique pairs of atoms.

In semiempirical tight-binding models, several additional approximations are made to make the above procedure computationally efficient. First, a minimal basis set is employed (specifically, for Al , one 3 s and three 3 p orbitals per atom). Next, the matrix elements $H_{\mu \mu^{\prime}}^{k k^{\prime}}$ are taken as empirical parameters or simple functions of empirical parameters. In this article, we consider the $\mathrm{WH}^{13}$ model where

$$
\begin{equation*}
H_{\mu \mu^{\prime}}^{k k}=-\delta_{\mu \mu^{\prime}} U_{\mu}^{k} \tag{12}
\end{equation*}
$$

$U_{\mu}{ }^{k}$ is the valence state ionization potential for an electron

$$
\begin{equation*}
H_{\mu \mu^{\prime}}^{k k^{\prime}}=K \frac{\left.H_{\mu \mu}^{k k}+H_{\mu^{\prime} \mu^{\prime}}^{k^{\prime}} S_{\mu \mu^{\prime}}^{k k^{\prime}}\left(k \neq k^{\prime}\right), ~()^{\prime}\right)}{} \tag{13}
\end{equation*}
$$

in atomic orbital $i$ on atom $k$, and $K$ is an empirical parameter, which Hoffmann optimized ${ }^{7}$ to 1.75 but which we take to be a fitting parameter. We consider two other models for the off-diagonal elements: a parameter-free model derived by Cusachs and Cusachs ${ }^{26}$ (CC)

$$
\begin{equation*}
H_{\mu \mu^{\prime}}^{k k^{\prime}}=\left(2-\left|S_{\mu \mu^{\prime}}^{k k^{\prime}}\right|\right) \frac{H_{\mu \mu}^{k k}+H_{\mu \mu}^{k^{\prime} k^{\prime}}}{2} S_{\mu \mu^{\prime}}^{k^{\prime} k^{\prime}} \tag{14}
\end{equation*}
$$

and a form proposed by Lathiotakis et al. ${ }^{27}$ for metals, which we denote LAMC.

In the present study, the valence state ionization potentials $U_{i}^{k}$ used in eq 12 are fixed at the atomic experimental ${ }^{28}$ values ( 10.62 and 5.986 eV for the 3 s and 3 p orbitals, respectively). Then, along with the three parameters in the repulsion, the WH model has one adjustable parameter $K$; the CC model has no adjustable parameters, and the LAMC model has five adjustable parameters for Al. Following Slater and Koster, ${ }^{8}$ the matrix elements were evaluated in a symmetry-adapted local coordinate system when computing eq 14 .

In all of the above formulations, $H_{\mu \mu^{\prime}}^{k k^{\prime}}$ depends only on atoms $\alpha$ and $\beta$, whereas in a more accurate calculation, the one-electron contributions also involve three-center terms, and the two-electron contributions involve three- and fourcenter terms. Slater and Koster ${ }^{8}$ suggested the two-center simplification, and it is widely used. The models discussed above are usually called nonorthogonal tight-binding (NTB) to emphasize the retention of the overlap matrix $\mathbf{S}$.

One may choose to go beyond pairwise tight binding by writing $H_{\mu \mu^{\prime}}^{k k^{\prime}}$ or $V_{\text {Rep }}$ as a function of the geometry of the
entire system (or the local geometry), and we call such formulations many-body tight-binding (MBTB) models. ${ }^{14}$ (Some workers ${ }^{29-33}$ call them environmental-dependent tight binding.) Ho and co-workers ${ }^{30-32}$ suggested a many-body term to model screening. The screening many-body term was tested previously for WH tight binding for aluminum clusters, ${ }^{14}$ and it was shown to be more accurate than two other many body-terms that were also tested. In the present article, we consider three implementations of the screening (S) many-body function, applied (as discussed elsewhere ${ }^{14}$ ) to screening the repulsion $(\mathrm{SR})$, screening the ionization potentials (SIP), or screening the off-diagonal elements (SOD). The screening many-body function has three fitting parameters, and the SIP implementation has two additional parameters, as discussed elsewhere. ${ }^{14}$ The many-body terms also contain a two-parameter cutoff function, as discussed in ref 3. One may call a model that retains overlap and adds many-body terms "nonorthogonal many-body tight-binding" (NMBTB).

Finally, one may also choose to neglect the overlap when solving eq 4, and we denote these models as TB and manybody tight binding; one could also say orthogonal tightbinding and orthogonal many-body tight-binding, but the usual notation in the literature is to assume orthogonality when "nonorthogonal" is not specified. There has been work ${ }^{34}$ showing that the effect of including overlap (as in NTB) is similar to including a many-body term in the offdiagonal matrix elements of a TB model. This leads to the interpretation that NTB is more accurate than TB because it effectively goes beyond the pairwise approximation. However, both TB and NTB involve a diagonalization step, and therefore, both schemes include many-body effects. Furthermore, if one chooses to view eq 10 as a fitting scheme, then $V_{\text {Rep }}$ not only includes the double-counting correction and the core-core repulsion, but it also empirically corrects for all of the other approximations made when applying TB to real systems. As a result, although it is true that the overlap matrix is very different from the unit matrix at chemical atom-atom separations, in light of the many other significant approximations in TB and NTB theory, it is not clear how important it is to include overlap in the secular equation. The question of whether one achieves a better balance of approximations when one retains or neglects overlap is one motivation for the current work.

## III. Calculations

The tight-binding models are tested using the previously presented pure aluminum nanoparticle data set. ${ }^{4}$ This data set consists of 808 energies and geometries for $\mathrm{Al}_{N}$, with $N$ $=2-177$, including 127 data points for particles with diameters greater than 1 nm . Symmetric structures such as icosahedral, face-centered cubic (FCC), hexagonal closepacked, body-centered cubic, and simple cubic are included for several atomic volumes. Nonsymmetric structures are represented as well, including disordered structures and structures with over- and undercoordinated interior atoms, that is, atoms with coordination numbers greater than and less than the bulk value of 12 . The data set is divided into 11 groups containing particles with sizes $N=2,3,4,7$,

Table 1. Mean Unsigned Errors (eV) for Several Tight-Binding (TB) Parameterizations ${ }^{a}$

| method | fitting data | $U_{\text {Pen }}, \mathrm{eV}$ | K | $\epsilon_{\text {Dim }}$ | $\epsilon_{\text {Clus }}$ | $\epsilon_{\text {Nan }}$ | $\epsilon$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| WH | 2 | 0 | 0.38 | 0.03 | 0.07 | 0.06 | 0.06 |
|  | 2-13 | 0 | 0.41 | 0.03 | 0.06 | 0.06 | 0.06 |
|  | 2-177 | 0 | 0.41 | 0.03 | 0.06 | 0.05 | 0.05 |
|  | 2 | 0.02 | 0.39 | 0.02 | 0.07 | 0.06 | 0.06 |
|  | 2-13 | 0.05 | 0.41 | 0.03 | 0.05 | 0.06 | 0.06 |
|  | 2-177 | 0.04 | 0.41 | 0.03 | 0.06 | 0.05 | 0.05 |
|  | 2 | 3 | 0.51 | 0.04 | 0.42 | 0.76 | 0.57 |
|  | 2-13 | 3 | 0.42 | 0.10 | 0.10 | 0.09 | 0.09 |
|  | 2-177 | 3 | 0.44 | 0.11 | 0.11 | 0.05 | 0.08 |
| WH+SIP | 2-13 | 0 | 0.40 | 0.03 | 0.06 | 0.06 | 0.06 |
| WH+SR | 2-13 | 0 | 0.43 | 0.04 | 0.05 | 0.05 | 0.05 |
| WH+SOD | 2-13 | 0 | 0.41 | 0.03 | 0.05 | 0.06 | 0.06 |
| LAMC | 2 | 0 |  | 0.03 | 1.89 | 3.81 | 2.77 |
|  | 2-13 | 0 |  | 0.09 | 0.07 | 0.12 | 0.10 |

${ }^{a}$ All errors are averages over all 11 groups of data, even though the fits to the $N=2$ data and the $N=2-13$ data use only one or five, respectively, of the groups for fitting.
$9-13,14-19,20-43,50-55,56-79,80-87$, and $89-177$, and the number of data points in each group is $44,402,79$, $42,72,42,46,23,27,15$, and 16 , respectively.

Mean unsigned errors per atom for each data group are computed as discussed elsewhere. ${ }^{4}$ As we are interested in the transferability of the TB parametrizations for different particle sizes, we further average the errors and report the mean unsigned error $\epsilon_{\text {Dim }}$ for the dimer data, the average $\epsilon_{\text {Clus }}$ of the mean unsigned errors for the four groups containing aluminum clusters with sizes between 3 and 13 atoms, and the average $\epsilon_{\mathrm{Nan}}$ of the mean unsigned errors for the six groups of nanoclusters and nanoparticles containing between 14 and 177 atoms. The overall mean unsigned error $\epsilon$ is obtained by averaging all 11 data groups, which is equivalent to

$$
\begin{equation*}
\epsilon=\left(\epsilon_{\mathrm{Dim}}+4 \epsilon_{\mathrm{Clus}}+6 \epsilon_{\mathrm{Nan}}\right) / 11 \tag{15}
\end{equation*}
$$

The available adjustable parameters were optimized by minimizing $\epsilon_{\text {Dim }}$, $\left(\epsilon_{\text {Dim }}+4 \epsilon_{\text {Clus }}\right) / 5$, or $\epsilon$ using a genetic algorithm ${ }^{35}$ for two values of the penalty energy $U_{\text {Pen }}, 0$ or 3 eV . Fits were also obtained by treating the penalty energy as an optimized fitting parameter.

## IV. Results

Once the optimal parameters were obtained, the resulting fits were then tested against the full data set, and the results are summarized in Tables 1 and 2. For comparison, Table 3 contains errors for several fits that have previously appeared in the literature, including four analytic potential energy functions: ER, ${ }^{3}$ a pairwise form fit to the aluminum dimer; Gol, ${ }^{36}$ an embedded-atom form fit to bulk data; and NP-A and NP-B, ${ }^{4}$ the two most accurate analytic potential energy functions from ref 2 fit to the same data set that is used here. Also shown in Table 3 are six tight-binding fits obtained previously ${ }^{14}$ using a subset of the current data set with $\mathrm{Al}_{N}$, $N=2-13$, as well as a data set of ionization potentials and bulk properties. The OWH and EWH models are TB models that may be considered as extensions of the WH model, and

Table 2. Mean Unsigned Errors (eV) for Several
Nonorthogonal Tight-Binding (NTB) Parametrizations

| method | fitting <br> data | $U_{\text {Pen }}, \mathrm{eV}$ | $K$ | $\epsilon_{\text {Dim }}$ | $\epsilon_{\text {Clus }}$ | $\epsilon_{\text {Nan }}$ | $\epsilon$ |
| :--- | :--- | :--- | :--- | :---: | :--- | :--- | :--- |
|  | 2 | 0 | 1.85 | 0.08 | 0.63 | 1.20 | 0.89 |
|  | $2-13$ | 0 | 1.91 | 0.27 | 0.31 | 0.49 | 0.40 |
|  | $2-177$ | 0 | 1.99 | 0.38 | 0.41 | 0.24 | 0.31 |
|  | 2 | 4.54 | 1.52 | 0.01 | 1.14 | 2.42 | 1.73 |
|  | $2-13$ | 0.24 | 1.91 | 0.24 | 0.30 | 0.44 | 0.37 |
|  | $2-177$ | 0.20 | 1.99 | 0.35 | 0.41 | 0.21 | 0.30 |
| WH+SIP | $2-13$ | 0 | 1.94 | 0.15 | 0.20 | 0.40 | 0.30 |
| WH+SR | $2-13$ | 0 | 1.89 | 0.24 | 0.31 | 0.44 | 0.37 |
| WH+SOD | $2-13$ | 0 | 1.86 | 0.14 | 0.25 | 0.23 | 0.23 |
| WHXR | 2 | 0 | 1.61 | 0.28 | 0.70 | 1.21 | 0.94 |
|  | $2-13$ | 0 | 1.77 | 0.34 | 0.54 | 0.70 | 0.61 |
|  | $2-177$ | 0 | 1.90 | 0.49 | 0.70 | 0.35 | 0.49 |
| CC | 2 | 0 |  | 0.13 | 0.52 | 1.10 | 0.80 |
|  | $2-13$ | 0 |  | 0.16 | 0.49 | 1.10 | 0.79 |
|  | $2-177$ | 0 |  | 0.18 | 0.49 | 1.08 | 0.79 |
| CCXR | none | 0 |  | 0.19 | 0.50 | 1.08 | 0.79 |
|  |  |  |  |  |  |  |  |

Table 3. Mean Unsigned Errors (eV) for Several Previously Presented Parameterizations for Pure Aluminum

|  | fitting <br> data | $U_{\text {Pen, }}$ eV | $K$ | $\epsilon_{\text {Dim }}$ | $\epsilon_{\text {Clus }}$ | $\epsilon_{\text {Nan }}$ | $\epsilon$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| method (ref) |  |  |  |  |  |  |  |
| ER (3) | 2 |  |  | 0.01 | 0.82 | 2.75 | 1.80 |
| Gol (36) | bulk |  |  | 0.12 | 0.12 | 0.13 | 0.12 |
| NP-A (4) | $2-177$ |  |  | 0.01 | 0.08 | 0.03 | 0.05 |
| NP-B (4) | $2-177$ |  |  | 0.09 | 0.08 | 0.05 | 0.06 |
| WH (14) | $2-13^{b}$ | 0.07 | 0.39 | 0.03 | 0.06 | 0.06 | 0.06 |
| OWH (14) | $2-13^{b}$ | 0.07 | $c$ | 0.06 | 0.08 | 0.07 | 0.07 |
| EWH (14) | $2-13^{b}$ | 0.07 | $c$ | 0.05 | 0.06 | 0.09 | 0.08 |
| MBTBS (14) | $2-13^{b}$ | 0.07 | $c$ | 0.02 | 0.05 | 0.08 | 0.06 |
| MBTBCN (14) | $2-13^{b}$ | 0.07 | $c$ | 0.03 | 0.07 | 0.09 | 0.08 |
| MBTBBA (14) | $2-13^{b}$ | 0.07 | $c$ | 0.03 | 0.05 | 0.06 | 0.06 |

${ }^{a}$ Reference number in parentheses. ${ }^{b}$ A subset of the current data set for $\mathrm{Al}_{N}, N=2-13$, was used for these fits. ${ }^{c}$ These models have multiple values of $K$, depending on the local orbital symmetry.
the MBTBS, MBTBCN, and MBTBBA are examples of MBTB, in particular WH models with screening (S) and two other types ( CN and BA) of many-body terms. ${ }^{14}$

## V. Discussion

First, we consider the TB and MBTB results in Table 1. For zero penalty energy and when the penalty energy is optimized (resulting in values of 0.02 to 0.05 eV ), the parametrizations obtained by fitting only to dimer data give very good overall errors of $0.06 \mathrm{eV} /$ atom. When parameters are obtained by fitting to the full data set of 808 geometries, the overall errors do not improve significantly. Furthermore, these errors ( $\sim 0.05 \mathrm{eV} /$ atom $)$ are close to the error for the most accurate of the orthogonal fits and analytic potential energy functions presented previously ${ }^{4,14}$ (see Table 3). This is perhaps a surprising result considering the long list of approximations involved in the simple, four-parameter, orthogonal WH TB model and that the training set involves no information about many-body effects.

Fits obtained with a penalty energy of 3 eV , which is the value used by Wang and Mak, ${ }^{24}$ have larger errors than those
for smaller penalty energies. Furthermore, the transferability of the resulting fits is not as good as is observed for smaller penalty energies; that is, the errors are significantly larger for data not included in the fits when a subset of data is used as fitting data.

Including many-body terms (as in the SIP, SR, and SOD models) does not significantly improve the overall error, and this is likely due to the already excellent performance with accurate pairwise interactions.

The optimal value of the Wolfsberg-Hemlholtz parameter $K$ is around 0.4 for the more accurate TB fits, which is very different from the value of 1.75 used by Hoffmann. ${ }^{7}$ The value of 1.75 was obtained in the context of NTB, where Hoffmann gave an argument ${ }^{7}$ that $K$ should be greater than unity. In the context of orthogonal TB there is no such restriction, and the present values of $\sim 0.4$ are therefore reasonable.

We also tested the LAMC functional form for the TB model. As shown in Table 1, the dimer LAMC fit does not show the excellent transferability of the WH model, although by fitting to data up to $\mathrm{Al}_{13}$, good transferability is obtained to the regime of larger clusters and nanoparticles.

Next, we consider the NTB models summarized in Table 2. The overall errors for the pairwise NTB fits are in the range $0.3-1.7 \mathrm{eV} /$ atom. The parametrizations obtained by fitting to the dimer data perform poorly for larger clusters. For example, the WH NTB model with zero penalty energy fits the dimer data with an error of $0.08 \mathrm{eV} /$ atom, which is only slightly worse than the best TB model in Table 1. But when this parametrization is used to model clusters and nanoparticles, the mean unsigned error increases by factors of 8 and 16 , respectively, resulting in qualitatively incorrect fits.

Many-body terms were incorporated in the nonorthogonal formalism, and their parameters were fit to the dimer and cluster data; after which, the resulting fits were tested against the full data set. Table 2 indicates that the presence of the many-body terms in the repulsion (WH+SR) does not significantly improve the nonorthogonal model. Adding terms in the electronic part of the calculation, however, is more useful, and the errors for the $\mathrm{Al}_{N}$ data with $N=2-13$ decrease by $24 \%$ and $37 \%$ for the SOD and SIP models, respectively, compared to the pairwise NTB fits. When the NMBTB models are tested for transferability against the larger cluster and nanoparticle data, the SOD model is the most accurate. However, even the best NMBTB method (WH+SOD) has an error that is $4-5$ times greater than that of the simplest TB method.

Tight binding is sometimes implemented without explicit repulsion, and theoretical arguments may be given in support of this choice. ${ }^{7,37}$ (Other workers find it more natural to retain explicit core repulsion. ${ }^{38}$ ) One may wonder if including an empirical repulsion during the fitting procedure is perhaps responsible for the lack of transferability of the NTB parametrizations. (Note that removing the repulsion cannot make the fitted errors decrease, as the resulting model is less flexible. We are simply testing the effect that the repulsion has on the transferability of the NTB parametrizations.) We fit three NTB WH models without repulsion (denoted "XR"),
and the results are shown in Table 2. We find that the trends are similar for NTB with and without repulsion, and that, in fact, NTB with repulsion has slightly better transferability.

The CC TB model has no parameters in the electronic part of the calculation, and three CC NTB fits were obtained. The CC model without repulsion (CCXR) has no adjustable parameters, and its errors are also presented in Table 2. For the CC model, the repulsion does not significantly improve the fitting error or the transferability. The overall errors for the CC methods are larger than those for the best WH NTB fits.

Comparing the best TB to NTB parametrizations shows that the TB models are both more accurate and more transferable than the NTB ones. Several theoretical analyses of the effect of including the overlap in TB have appeared in the literature, ${ }^{7,25,26,30-33,39-43}$ many of which focus on the bulk band structure. We do not attempt another such analysis here, but we do note that, whenever the effect of including overlap has been discussed, there is an implicit assumption or explicit working hypothesis, sometimes based on experience, that including overlap should make the model more realistic. This belief also underlies discussions of other forms of semiempirical molecular orbital theory; for example, the statement that overlap introduces many-body effects was used to justify its inclusion in a self-consistent-charge densityfunctional tight-binding scheme. ${ }^{16,17}$ However, we know of no previous systematic test as extensive as the present one.

Although it would be hard to establish firm guidelines for the inclusion of overlap, we can illustrate the qualitative difference in the TB and NTB WH dimer, and this is done in Figures 1 and 2. Figure 1b shows that the electronic eigenvalues have a qualitatively different shape for NTB and TB, even for the dimer curve. For the TB model, at $R=2.8$ $\AA$, the 3 s and 3 p energy bands are split by 1.9 and 1.6 eV , respectively. For the NTB model, the bands split by 3.5 and 8.6 eV , respectively, and several of the energy levels tend toward positive numbers at small atom-atom separations. One can explain this qualitative difference as resulting from terms such as $\left(1-S_{\mu \mu}^{k k^{\prime}}\right)$ in the denominator of the NTB energy expressions, whereas these terms are absent in the TB model. For the aluminum dimer, the energy levels that tend to large positive numbers are not occupied (for zero penalty energy), the filled energy levels have similar shapes for the TB and NTB models, and both models are able to fit the aluminum dimer data with good accuracy.

Figure 2 shows the energetics for an $\mathrm{FCC} \mathrm{Al}_{13}$ cluster as a function of the distance of all 12 surface atoms from the central atom for the same two fits as were shown in Figure 1. The TB total energy is fairly accurate, with the minimum occurring very close to the accurate minimum. The NTB total energy is qualitatively incorrect. Figure 2b shows the qualitative behavior of the eigenvalues, which is similar to the behavior of the eigenvalues for the dimer. In the case of $\mathrm{Al}_{13}$, however, some of the repulsive electronic energy levels for NTB are occupied, leading to an NTB total energy that is too high for $\mathrm{Al}_{13}$. It is interesting to note that the electronic energy $E_{\text {Elec }}$ for the NTB method is in qualitative agreement with the accurate total energy $E$.


Figure 1. (a) Repulsive (thin dashed) and electronic (thin solid) components of the total energy (thick solid) for the aluminum dimer as a function of the nearest-neighbor distance $R$ for TB (red) and NTB (blue) models. The accurate (PBEh/ MG3 from ref 4) total energies are shown as black diamonds. (b) Electronic energy levels $\epsilon_{j}$ for TB (red) and NTB (blue) models of the aluminum dimer. Some of the levels are degenerate. For zero penalty energy, half the levels are filled.

To gain further insight, we compare tight binding with DFT. The level of theory is unrestricted PBEh/MEC, ${ }^{44,45}$ and the electronic (band) energy of DFT is defined as

$$
\begin{equation*}
E_{\mathrm{Elec}}=\sum_{\gamma=\alpha, \beta} \sum_{j} n_{j}^{\gamma} \epsilon_{j}^{\gamma}-E_{0} \tag{16}
\end{equation*}
$$

where $\gamma$ denotes spin, $\epsilon_{j}^{\gamma}$ is the DFT orbital eigenvalue, $n_{j}^{\gamma}$ is the orbital occupancy ( 0 or 1 ), and $E_{0}$ sets the zero of energy. (Note that PBEh was formerly called PBE0.) We define the correction term to the electronic energy as

$$
\begin{equation*}
V_{\text {Rest }}=E-E_{\text {Elec }}-E_{0} \tag{17}
\end{equation*}
$$

where $E$ is the DFT total energy. The correction term includes core-core repulsion and the double counting correction for the electronic Coulomb interactions. We set $E_{0}$ such that $V_{\text {Rest }}$ is zero for $N$ infinitely separated atoms, that is, $E_{0}=N\left(E^{1}-E_{\text {Elec }}{ }^{1}\right)$, where $E^{1}$ and $E_{\text {Elec }}{ }^{1}$ are $E$ and $E_{\text {Elec }}$ for an isolated Al atom, respectively, and $N$ is the number of atoms in the system.

Figure 3 shows $V_{\text {Rest }}$ for PBEh/MEC and $V_{\text {Rep }}$ for TB and NTB, scaled (as explained in the caption) by the reciprocal of the number $N$ of atoms. Near equilibrium, $V_{\text {Rest }}$ is approximately 3.7 and 2.5 times larger than $V_{\text {Rep }}$ for TB and NTB, respectively. Some of the structure in the DFT $\mathrm{Al}_{13}$ curve is due to the lowest-energy solution changing its multiplicity as a function of nearest-neighbor separation.

Figure 4 shows the $4 N$ lowest orbital energies (averaged over $\alpha$ and $\beta$ spin for the case with an odd number of electrons and for distances where the dimer is a triplet) for


Figure 2. (a) Repulsive (thin dashed) and electronic (thin solid) components of the total energy (thick solid) for a facecentered cubic cluster of $\mathrm{Al}_{13}$ as a function of the nearestneighbor distance $R$ for TB (red) and NTB (blue). The accurate (PBEh/MG3 from ref 4) total energies are shown as black diamonds. (b) Electronic energy levels for TB (red) and NTB (blue) for the aluminum dimer. Some of the levels are degenerate. For zero penalty energy, half the levels are filled.


Figure 3. $V_{\text {Rep }} / N$ for TB (red) and NTB (blue) and $V_{\text {Rest }} / N$ for DFT (black) for aluminum dimer (solid) and FCC Al ${ }_{13}$ (dashed) as a function of nearest-neighbor distance $R$. The DFT method used for this figure is PBEh/MEC.

DFT (in particular, PBEh/MEC) calculations on $\mathrm{Al}_{2}$ and for FCC $\mathrm{Al}_{13}$. (Notes: (i) because MEC denotes the usage of an effective core potential, there are no core orbitals in a $\mathrm{PBEh} / \mathrm{MEC}$ calculation, and this is equivalent to the $4 N$ lowest-energy valence orbitals in an all-electron calculation; (ii) in counting to $4 N$, degenerate orbitals are counted a number of times equal to their degeneracy, but we still have eight curves at some internuclear distances $R$ for $\mathrm{Al}_{2}$ because when the triplet is lower than the singlet for $\mathrm{Al}_{2}$ we use the triplet solution, which breaks the degeneracy of the $\pi$ orbitals in the unrestricted self-consistent-field formalism used here.) Quantitative comparisons between DFT and tight binding are not possible because of the different approximations



Figure 4. Electronic energy levels for DFT for (a) the aluminum dimer and (b) a face-centered cubic cluster of $\mathrm{Al}_{13}$ as a function of the nearest-neighbor distance $R$. The DFT method used for this figure is PBEh/MEC.
involved in the two theories. For example, for infinitely separated atoms, the TB and NTB energy levels give (by construction) the experimental ionization potentials, and the pairwise repulsion (again, by construction) goes to zero. In the DFT calculation, however, the energy levels for separated atoms include double counting of the Coulomb terms, and therefore, the correction term to the sum of the occupied orbital energies is not zero. We have taken account of this by our choice of the zero of energy in Figure 3, but there is no simple way to correct the individual levels shown in Figure 4. Also, the unoccupied orbitals in tight binding have a different interpretation than those in DFT. Despite these differences, we note that the qualitative shapes of the DFT energy levels in Figure 4 agree better with the orthogonal TB energy levels than the NTB energy levels, as shown in Figures 1b and 2b, although the DFT energy levels have a greater width (i.e., a larger second moment) than those for the TB method.

A final issue that we will look at is how well TB can predict the geometries of small Al clusters. The geometries of small $\mathrm{Al}_{4}$ and $\mathrm{Al}_{5}$ are planar, ${ }^{46-48}$ and $\mathrm{Al}_{6}$ is the smallest cluster to have a nonplanar ground state. ${ }^{46}$ The ability to correctly predict the correct ground-state geometries of $\mathrm{Al}_{4}$ and $\mathrm{Al}_{5}$ with an analytical interatomic potential has proven to be very challenging. The embedded-atom-type models of Ercolessi and Adams ${ }^{49,50}$ and Voter and Chen ${ }^{51,52}$ predict that $\mathrm{Al}_{4}$ and $\mathrm{Al}_{5}$ are three-dimensional. We note that both of these interatomic potentials included the dimer in their fitting strategy. Pettersson et al. ${ }^{53}$ have developed analytic interatomic potentials that correctly predict $\mathrm{Al}_{4}$ and $\mathrm{Al}_{5}$ to be planar, but the interatomic potential is unphysical for larger clusters. For example, the Pettersson et al. ${ }^{53}$ interatomic


Figure 5. DFT geometries for planar and nonplanar $\mathrm{Al}_{N}(N$ $=4-6)$. The DFT method used for this figure is PBEh/MG3.

Table 4. $\Delta E(\mathrm{eV})$ for the Planar to Nonplanar Isomerizations with DFT, TB, and the NP-A and NP-B Interatomic Potentials

| method | fitting data | $\mathrm{Al}_{4}$ | $\mathrm{Al}_{5}$ | $\mathrm{Al}_{6}$ |
| :--- | :--- | ---: | ---: | :---: |
| PBEh/MG3 |  | 0.24 | 0.29 | -1.06 |
| TB | 2 | 0.18 | -0.30 | -0.87 |
|  | $2-177$ | 0.05 | -0.26 | -0.76 |
| NP-A |  | -0.59 | -1.18 | -2.04 |
| NP-B |  | -0.55 | -0.89 | -1.89 |

potential also predicts $\mathrm{Al}_{13}$ to be planar and has a $0.7 \mathrm{eV} /$ atom error for the bulk cohesive energy. ${ }^{53}$

We have optimized planar and nonplanar structures for $\mathrm{Al}_{4}, \mathrm{Al}_{5}$, and $\mathrm{Al}_{6}$ with the $\mathrm{PBEh}^{44}$ density functional and the MG3 basis set. ${ }^{54}$ The PBEh/MG3 structures are shown in Figure 5. In Table 4 we list the $\mathrm{PBEh} / \mathrm{MG} 3$, TB, NP-A, and NP-B values for $\Delta E$, and we note that a negative $\Delta E$ means that the nonplanar structure is energetically more favorable than the planar structure. The geometries for the TB, NP-A, and NP-B calculations were consistently optimized, and the PBEh/MG3 geometries were the starting points for the TB, NP-A, and NP-B geometry optimizations.

The NP-A and NP-B interatomic potentials both predict a three-dimensional structure for all three cluster sizes $\left(\mathrm{Al}_{N}\right.$ with $N=4-6$ ). The TB method that was fit to the full Al database, with $N=2-177$, is qualitatively correct for $\mathrm{Al}_{4}$, and the TB methods are much closer to the PBEh/MG3 values than to the results obtained with the interatomic potentials. These results are encouraging because the simple TB calculations are about three times more accurate than the best analytic functions.

## VI. Conclusions

It is well-known that, in simplified methods, overlap-sensitive errors of a similar kind but opposite sign may cancel, and it is desirable to design approximate methods with this in
mind. ${ }^{59}$ We have presented several parametrizations for various tight-binding models, and we have investigated the effect of including the overlap in the secular equation and of including many-body terms. We found that one of the simplest models (pairwise orthogonal TB fit to the dimer) is almost as accurate for the entire data set (consisting of 808 geometries from $\mathrm{Al}_{2}$ to $\mathrm{Al}_{177}$ ) as the most accurate of the TB fits (orthogonal TB WH+SR). As a general finding, the orthogonal TB model is more accurate than the nonorthogonal model. Many-body terms do not improve the fits in the orthogonal formulations, although they do result in some improvement in the NTB fits when applied to the offdiagonal Hamiltonian matrix elements.

Although the present tests of model types are extensive and systematic, and the results are clear-cut, the tests are restricted to a single element (the only element for which a well-validated data set of nanoparticle energies is available), and we cannot claim that it will always be more accurate to neglect overlap in semiempirical molecular orbital theory or even that it will always be more consistent to neglect it in the special case of tight binding. In fact, although there has been considerable success with orthogonal models, some workers have found, contrary to the results obtained here, that including overlap can reduce the number of parameters and make the parametrizations more transferable. ${ }^{55,56}$ But the present results serve as a strong warning that one should not assume that removing approximations (like neglect of overlap) automatically and consistently improves approximate theories. Because including overlap in tight-binding calculations often considerably complicates them and raises the cost, ${ }^{55,57,58}$ we recommend that researchers check carefully how much, if any, improvement is afforded by including overlap when they select a model for large-scale computations on nanoparticles, materials, or heterogeneous catalysis.
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#### Abstract

Electronic excitations of polyene cations with chain lengths of up to 101 CH units were investigated as model systems for lightly doped polyacetylene (PA). Since high level ab initio calculations such as complete active space perturbation theory (CASPT2) are limited to systems with about 14 CH units, the performances of time-dependent Hartree-Fock (TDHF) and time-dependent density functional theory (TDDFT) were evaluated. It turned out that TDDFT excitations energies are much more accurate for polyene cations than for neutral polyenes. The difference between TDHF and TDDFT excitation energies for the first allowed excited state of $\mathrm{C}_{49} \mathrm{H}_{51}{ }^{+}$is only 0.30 eV with pure DFT and 0.21 eV with a hybrid functional. For open-shell systems, pure DFT is found to be superior to DFT-hybrid functionals because it does not suffer from spin-contamination. Pure TDDFT excitation energies and oscillator strengths for small openshell polyene cations compare well with high level ab initio results. Excitation energies are found to be almost independent of the geometry, i.e., the size of the defect. Localization of the defect, however, shifts oscillator strengths from the HOMO-LUMO transition to higher lying excited states of the same symmetry. Lightly doped PA is predicted to exhibit several strong absorptions below 1 eV .


## Introduction

Polyenes are model compounds for polyacetylene (PA) that can be used to investigate intrachain contributions to optical and electronic properties of conducting polymers. PA (Scheme 1) is a semiconductor that increases its conductivity to $10^{5} \mathrm{~S} / \mathrm{cm}$ when it is oxidized or p -doped. ${ }^{1}$ The changes induced during doping can be monitored by in situ UVspectroscopy. Undoped PA has a strong absorption peak at 1.9 eV , which is attributed to an intrachain $\pi-\pi^{*}$-transition. Upon doping with iodine or arsenic pentafluoride, a new broad band between 0.65 and 0.75 eV appears, while the intraband transition at 1.9 eV decreases in intensity. ${ }^{2}$ There is no shift of the $\pi-\pi^{*}$-transition during doping. ${ }^{3}$ Effects of donor doping with Na are indistinguishable form those of acceptor doping. ${ }^{4}$

Heterocyclic conjugated organic polymers such as polythiophene (PT) and polypyrrole (PP) (Scheme 1) behave

[^28]
## Scheme 1


somewhat different. Doping with perchlorate leads to decrease of the intensity of the $\pi-\pi^{*}$-transition at 2.7 eV of neutral PT and a shift of the interband transition to higher energy. At the same time two new features at $0.7-0.9$ and $1.5-1.8 \mathrm{eV}$ are produced. ${ }^{5}$ Electrochemically produced PP is obtained in its oxidized form and shows two absorption bands at 1.0 and 2.7 eV . During reduction, a band appears at 3.6 eV that moves to lower energy. The neutral polymer has its maximum absorbance at $3.2 \mathrm{eV} .{ }^{6}$ The shifting of the

## Scheme 2



## Scheme 3


maximum absorption peak was rationalized by considering that the material is polydisperse and that shorter chains are reduced first. ${ }^{6}$

Optical properties of conducting polymers have been explained in terms of self-localized defects called solitons, polarons, and bipolarons. ${ }^{5,7-9}$ Solitons form only on polymers with degenerate ground states, such as PA. Degenerate ground state means that there is no energetic difference between the two forms, in which positions of single and double bonds are switched. Upon doping, solitons and soliton-antisoliton pairs are generated that are supposed to give rise to one interband transition in the optical spectrum (Scheme 2). Polymers with nondegenerate ground states such as PT and PP become quinoid when the positions of single and double bonds are exchanged (Scheme 3). Since quinoid forms are less stable for the neutral polymer, PT and PP do not form solitons but polarons and bipolarons (Scheme 3). Polarons are believed to be associated with three interband transitions, bipolarons with two..$^{5,7-9}$ Since PT and PP develop two sub-band transitions upon doping and have very low ESR signals in the conducting state, they are assumed to form spinless bipolarons.

The existence of bipolarons has been questioned in experimental studies on polyene ${ }^{10}$ and on oligothiophene cations. ${ }^{11-14}$ Spectroscopic investigations in dilute solution show that dimers form at low temperature and that cations show two but dications only one absorption in the UV and near IR region. This is confirmed by high level ab initio studies of excited states of polyene ${ }^{15,16}$ and oligothiophene cations. ${ }^{16-18}$ Theoretical calculations, mostly employing semiempirical and Hartree-Fock methods, have confirmed
the presence of self-localization in the presence and in the absence of counterions. ${ }^{19-34}$ At higher levels of theory, the size of the defects in the absence of counterions tends to increase ${ }^{35}$ and bipolarons become unstable with respect to two polarons. ${ }^{36-38}$ As an alternative to bipolaron formation, $\pi$-dimers of radical cations have been shown to be stable when solvent effects are included in the theoretical treatment. ${ }^{39,40}$

Since experimental and theoretical studies raise some doubt about the nature of the sub-band transitions in doped conducting polymers and since high level theoretical investigations were carried out only up to decapentaene and terthiophene cations, it seems worthwhile to have a fresh look at optical properties of conducting polymers employing ab initio methods and density functional theory (DFT). The aim is to investigate effects of doping on the geometry and electronic structure and to analyze the influence of geometry changes on UV spectra of long oligomers with degenerate and with nondegenerate ground states. Finally the question why PA shows one sub-band feature in the UV spectrum while most other conducting polymers show two is addressed. Toward this aim detailed investigations of positively and negatively charged polyenes, thiophene and pyrrole oligomers in the absence and in the presence of counterions were initiated. Self-localization is investigated on longer oligomers than previously, and the effect of localization on excitation spectra is studied. In the present investigation an appropriate theoretical level for calculating excited states of long conjugated cations is searched for. It will be shown that time-dependent density functional theory (TDDFT), which was shown to be promising for open-shell systems, ${ }^{41}$ does not deteriorate for cations in the long chain limit as it does for neutral polyenes. ${ }^{42-47}$ Therefore polyene cations with chain lengths up to $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$could be treated. It turned out that acetylene, thiophene, and pyrrole oligomer cations give rise to two low-energy transitions. The high-energy feature is strong; the low-energy feature is weak. The difference between PA and PT or PP is that only for PA the energy difference between highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) is almost identical for $\alpha$ - and $\beta$-electrons in open-shell monocations. As a result, the intensity of the low-energy feature of PA is so small that the peak is invisible, and the spectrum shows only one sub-band transition. In this investigation acetylene oligomers are discussed in detail. Oligothiophenes, oligopyrroles, dications, and n-doped species will be considered in forthcoming publications.

## Methods

Polyene cations were investigated with DFT and with ab initio methods. Only one kind of basis set, Stevens-BaschKrauss pseudopotentials in combination with polarized split valence basis set (CEP-31G*), ${ }^{48-50}$ was used throughout. This basis set has been tested extensively and has been shown to yield reliable results for geometries and excited states of neutral polyenes as well as other conjugated oligomers. ${ }^{43,51-54}$ As cations and excited states of cations have compact electron densities, ${ }^{15}$ this basis set is sufficient for all properties of interest in the present investigation.

Table 1. Bond Lengths of $\mathrm{C}_{13} \mathrm{H}_{15}$ and $\mathrm{C}_{14} \mathrm{H}_{16}$ Starting at the Chain Ends at Different Levels of Theory

| CASSCF |  | pure DFT |  | DFT-hybrid |  | MP2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{C}_{13} \mathrm{H}_{15}$ | $\mathrm{C}_{14} \mathrm{H}_{16}$ | $\mathrm{C}_{13} \mathrm{H}_{15}$ | $\mathrm{C}_{14} \mathrm{H}_{16}$ | $\mathrm{C}_{13} \mathrm{H}_{15}$ | $\mathrm{C}_{14} \mathrm{H}_{16}$ | $\mathrm{C}_{13} \mathrm{H}_{15}$ | $\mathrm{C}_{14} \mathrm{H}_{16}$ |
| 1.373 | 1.370 | 1.387 | 1.382 | 1.371 | 1.363 | 1.356 | 1.377 |
| 1.469 | 1.475 | 1.455 | 1.461 | 1.449 | 1.460 | 1.464 | 1.469 |
| 1.385 | 1.375 | 1.406 | 1.396 | 1.391 | 1.373 | 1.382 | 1.385 |
| 1.451 | 1.471 | 1.438 | 1.450 | 1.429 | 1.451 | 1.435 | 1.459 |
| 1.403 | 1.376 | 1.417 | 1.400 | 1.405 | 1.376 | 1.402 | 1.388 |
| 1.428 | 1.469 | 1.427 | 1.447 | 1.416 | 1.448 | 1.417 | 1.457 |
|  | 1.376 |  | 1.401 |  | 1.377 |  | 1.389 |

For ab initio calculations, Møller-Plesset perturbation theory ${ }^{55}$ up to second order (MP2) and the complete-activespace self-consistent-field (CASSCF) method ${ }^{56-61}$ were employed. The size-limit for CASSCF for us is 14 electrons and 14 orbitals for closed-shell systems and 13 electrons and 13 orbitals for open-shell species. For the largest evennumbered open-shell cation $\mathrm{C}_{14} \mathrm{H}_{16}{ }^{+}$that could be treated, it was therefore necessary to remove the highest unoccupied $\pi$-orbital from the active space. Comparison with $\mathrm{C}_{12} \mathrm{H}_{14}{ }^{+}$ that could be treated fully shows that the error introduced by using the limited active space is small. With MP2 our size limit is around $\mathrm{C}_{45} \mathrm{H}_{47}{ }^{+}$for closed-shell species. With DFT it is possible to optimize species with well over 100 CH units, so that all structures and defects are converged with respect to chain length.

For DFT calculations, two types of functionals were compared. For closed-shell systems, Becke's three-parameter hybrid functional ${ }^{62}$ with $30 \%$ of Hartree-Fock exchange ${ }^{53}$ combined with Perdew's 86 correlation functional (P86) ${ }^{63}$ works well. Because of problems with spin-contamination, excitation energies of open-shell species are better modeled without Hartree-Fock exchange. For these calculations, Becke's gradient corrected functional ${ }^{64}$ combined with P86 was used. The two functionals will be referred to as B3P86$30 \%$ or DFT-hybrid and BP86 or pure DFT. Excited-state calculations were carried out at the time-dependent HartreeFock (TDHF) and (TDDFT) levels. ${ }^{42,65-67}$ TDHF and TDB3P86-30\% excited-state calculations were done on the same geometries, optimized at B3P86-30\%/CEP-31G* since there is a dependence of excitation energies on bond length alternation (BLA). Since HF overestimates BLA, ${ }^{68}$ excitation energies are overestimated when HF geometries are used. ${ }^{44}$ Pure-DFT calculations on cations are based on BP86 and on B3P86-30\% geometries. All calculations were carried out with Gaussian 03 revisions C0.2 ${ }^{69}$ and D0.1. ${ }^{70}$

## Results and Discussion

Geometries. Neutral Polyenes. To compare the performance of CASSCF, MP2, and DFT for open- and closed-shell systems, $\mathrm{C}_{13} \mathrm{H}_{15}$ and $\mathrm{C}_{14} \mathrm{H}_{16}$ were optimized in their neutral states (Table 1). For the CASSCF calculation all $\pi$-orbitals and $\pi$-electrons are included in the active space. CASSCF includes only nondynamic correlation, MP2 includes mainly dynamic correlation, and DFT accounts for some of both. For closed-shell systems, MP2 should be the best of the three methods, since it is known to give excellent geometries for
closed-shell ground states. ${ }^{71}$ For open-shell species, MP2 is not reliable because it is based on the spin-contaminated HF wave function. Pure DFT is known to underestimate bond lengths alternation (BLA) ${ }^{68,72-74}$ but does not suffer from spin-contamination. Hybrid functionals are extremely popular since many of the shortcomings of pure DFT can be ameliorated by adding a certain amount of HF exchange. The most used hybrid functional is B3 ${ }^{62}$ which contains $20 \%$ of HF exchange. However, B3 in connection with Lee-Yang-Parr (LYP) ${ }^{75}$ correlation functional was found to generate excessively delocalized defects on PA chains. ${ }^{35}$ It has also been shown previously that increasing the amount of HF exchange improves the performance of DFT-hybrid with respect to band gaps. ${ }^{52,53,68}$ Therefore $30 \%$ of HF exchange will be used throughout.

With DFT single and double bond lengths are both about $0.01 \AA$ shorter than with MP2. Double bond lengths are actually similar to those at CASSCF. Pure DFT produces identical single bond lengths compared to DFT-hybrid but longer double bonds. There are no experimental data for $\mathrm{C}_{13} \mathrm{H}_{15}$ and $\mathrm{C}_{14} \mathrm{H}_{16}$. For hexatriene and octatetraene the experimental central double lengths are $1.368 \AA$ and between 1.327 and $1.354 \AA$ according to Choi et al. ${ }^{68}$ That the double bond in octatetraene is shorter than in hexatriene is counterintuitive and indicates that there might be substantial experimental uncertainty. The DFT-hybrid/CEP-31G* values are 1.368 and $1.371 \AA$. The experimental single bond values are 1.457 for hexatriene and between 1.435 and $1.451 \AA$ for octatetraene. ${ }^{68}$ The DFT-hybrid/CEP-31G* values are 1.463 and $1.455 \AA$. Thus the present DFT-hybrid geometries are in reasonable agreement with experiment, theoretical bond lengths tending to be a bit longer.

Comparing results at CASSCF and MP2 levels for closedshell $\mathrm{C}_{14} \mathrm{H}_{16}$ shows that BLA is overestimated at CASSCF ( $0.093 \AA$ ) compared to MP2 ( $0.068 \AA$ ). The difference arises in equal amounts from shorter single and longer double bonds. With DFT-hybrid, BLA $(0.071 \AA)$ is similar to that at MP2. For long polyenes, BLA converges to $0.058 \AA$ with MP2, to $0.062 \AA$ with DFT-hybrid, and to 0.023 with pure DFT. The experimental value for PA is about $0.08 \AA . .^{76,77}$

Comparing open-shell $\mathrm{C}_{13} \mathrm{H}_{15}$ with closed-shell $\mathrm{C}_{14} \mathrm{H}_{16}$ at the CASSCF level indicates that radicals have longer double and shorter single bonds than closed-shell polyenes. The difference for $\mathrm{C}_{13} \mathrm{H}_{15}$ and $\mathrm{C}_{14} \mathrm{H}_{16}$ is $0.04 \AA$ for the terminal double bond. With the DFT-hybrid functional, the radical has a $0.08 \AA$ longer terminal double bond. In contrast, the terminal double bond contracts by $0.21 \AA$ at the MP2 level. The difference between CASSCF and DFT-hybrid is probably due to the more delocalized defect with DFT. The strong contraction of the double bond at MP2 is unexpected. Considering the high spin contamination of the MP2 wave function for $\mathrm{C}_{13} \mathrm{H}_{15}$ with an expectation value of the $\left\langle S^{2}\right\rangle$ operator of 2.35 instead of 0.75 , the MP2 result seems unreliable.

Odd-Numbered Polyene Cations. Odd-numbered polyene cations were investigated in the absence and in the presence of one $\mathrm{Cl}_{3}{ }^{-}$counterion. $\mathrm{Cl}_{3}{ }^{-}$was chosen as a model for iodine doping, which involves $\mathrm{I}_{3}{ }^{-}$and $\mathrm{I}_{5}{ }^{-}$ions. ${ }^{78} \mathrm{Cl}_{3}{ }^{-}$also forms during geometry optimization when three separate Cl

Table 2. Bond Lengths of $\mathrm{C}_{13} \mathrm{H}_{15}{ }^{+}$and $\mathrm{C}_{14} \mathrm{H}_{16}+$ Starting at the Chain Ends at Different Levels of Theory

| CASSCF |  | pure DFT |  | DFT-hybrid |  | MP2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{C}_{13} \mathrm{H}_{15}{ }^{+}$ | $\mathrm{C}_{14} \mathrm{H}_{16}{ }^{+}$ | $\mathrm{C}_{13} \mathrm{H}_{15}{ }^{+}$ | $\mathrm{C}_{14} \mathrm{H}_{16}{ }^{+}$ | $\mathrm{C}_{13} \mathrm{H}_{15}{ }^{+}$ | $\mathrm{C}_{14} \mathrm{H}_{16}{ }^{+}$ | $\mathrm{C}_{13} \mathrm{H}_{15}{ }^{+}$ | $\mathrm{C}_{14} \mathrm{H}_{16}{ }^{+}$ |
| 1.372 | 1.374 | 1.386 | 1.389 | 1.367 | 1.374 | 1.382 | 1.355 |
| 1.464 | 1.462 | 1.453 | 1.449 | 1.448 | 1.441 | 1.455 | 1.456 |
| 1.385 | 1.389 | 1.406 | 1.411 | 1.387 | 1.397 | 1.399 | 1.382 |
| 1.440 | 1.437 | 1.435 | 1.431 | 1.427 | 1.420 | 1.433 | 1.422 |
| 1.398 | 1.403 | 1.417 | 1.420 | 1.401 | 1.407 | 1.410 | 1.403 |
| 1.417 | 1.415 | 1.425 | 1.425 | 1.413 | 1.411 | 1.420 | 1.415 |
|  | 1.406 |  | 1.423 |  | 1.410 |  | 1.418 |



Figure 1. Changes in bond lengths of $\mathrm{C}_{41} \mathrm{H}_{43}{ }^{+}$compared to neutral $\mathrm{C}_{40} \mathrm{H}_{42}$ at MP2 (diamonds), DFT-hybrid (squares), and pure DFT (triangles) levels of theory.
atoms are placed next to chain. Only one kind of counterion was used here since experimental results ${ }^{2,4}$ as well as test calculations agree that changes upon doping are independent of the nature of the dopant ion. Odd-numbered polyene cations and polyene- $\mathrm{Cl}_{3}$ complexes are closed-shell singlets. Therefore MP2 geometries are expected to be reliable.

Geometries of $\mathrm{C}_{13} \mathrm{H}_{15}{ }^{+}$at CASSCF, pure DFT, DFThybrid, and MP2 are summarized in Table 2. Removing one electron from $\mathrm{C}_{13} \mathrm{H}_{15}$ converts the radical into a closed-shell cation. This change is associated with relatively small changes in bond lengths. Comparing data from Tables 1 and 2 shows that CASSCF, pure DFT, and DFT-hybrid agree that bond lengths tend to decrease upon ionization. The changes decrease in the order CASSCF $<$ DFT-hybrid $<$ pure DFT. Only MP2 predicts substantial increases in certain bond lengths. This problem is caused by problems of MP2 with the $\mathrm{C}_{13} \mathrm{H}_{15}$ radical. Compared to MP2, CASSCF predicts longer single and shorter double bonds for $\mathrm{C}_{13} \mathrm{H}_{15}{ }^{+}$. This shows that dynamic correlation is necessary to predict accurate BLA. CASSCF geometries are therefore not very accurate but useful to evaluate closed- and open-shell systems on equal footing. Like for neutral polyenes, DFT-hybrid and MP2 predict similar BLA for $\mathrm{C}_{13} \mathrm{H}_{15}{ }^{+}$. MP2 and DFT-hybrid are the methods of choice for closed-shell cations.

In Figures 1 and 2, changes in bond lengths compared to neutral $\mathrm{C}_{40} \mathrm{H}_{42}$ are plotted for $\mathrm{C}_{41} \mathrm{H}_{43}{ }^{+}$in the absence and in the presence of one $\mathrm{Cl}_{3}{ }^{-}$counterion at MP2/CEP-31G*, BP86-30\%/CEP-31G*, and BP86/CEP-31G* levels of theory. The counterion is placed in the molecular plane in the vicinity of the hydrogen atoms (Scheme 4), since this conformation


Figure 2. Changes in bond lengths of $\mathrm{C}_{41} \mathrm{H}_{43}-\mathrm{Cl}_{3}$ compared to neutral $\mathrm{C}_{40} \mathrm{H}_{42}$ at MP2 (diamonds), DFT-hybrid (squares), and pure DFT (triangles) levels of theory.

## Scheme 4


is lower in energy than the one with the counterion above the chain. The structures are fully optimized within $C_{2 v}$ symmetry. Charge transfer between polyene and counterion is virtually complete with natural populations (NPA) ${ }^{79}$ of +0.97 e (MP2) and +0.96 e (DFT-hybrid) on the polyene chain. Figures 1 and 2 show that MP2 and DFT-hybrid lead to very similar changes in bond lengths. In the absence of a counterion, all bonds are involved in changes, but the major effect is observed at the center of the molecule. Pure-DFT gives a similar result at the chain ends and therefore a similar defect size. The response to charging in the middle of the chain is significantly less with pure DFT than with the other two methods. The reason for this is that neutral $\mathrm{C}_{40} \mathrm{H}_{42}$ is more delocalized with pure DFT, having BLA of only 0.023 $\AA$ (compared to $0.058 \AA$ and $0.062 \AA$ with MP2 and DFThybrid). Compared to DFT-hybrid the decreased BLA is due to longer double bonds.

In the presence of $\mathrm{Cl}_{3}{ }^{-}$, the defect is more localized. With MP2 the first five bonds are unaffected, with DFT, hybrid and pure, the first three bonds show no changes and the next four change very little. Defect sizes are therefore again similar with all three methods. At the center of the complex, DFT-hybrid leads to a slightly larger increase of the double


Figure 3. Changes in bond lengths of $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$(diamonds) and $\mathrm{C}_{101} \mathrm{H}_{103}-\mathrm{Cl}_{3}$ (squares) compared to neutral $\mathrm{C}_{102} \mathrm{H}_{104}$ with DFT-hybrid.
bond lengths than MP2, and pure DFT leads to a much smaller response because of the small BLA of $\mathrm{C}_{40} \mathrm{H}_{42}$.

The defect size in the absence of a counterion was determined to be about 36 CH units at the MP2/6-31G level. B3LYP produced excessively delocalized defects. ${ }^{35}$ In contrast, DFT employing a hybrid functional with $30 \%$ of HF exchange provides similar defect sizes compared to MP2. For systems longer than $\mathrm{C}_{41} \mathrm{H}_{43}$, MP2 becomes prohibitively expensive, and DFT-hybrid geometries can be used without loss of accuracy. For example in Figure 3, the defect size is evaluated for $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$and $\mathrm{C}_{101} \mathrm{H}_{103}-\mathrm{Cl}_{3}$ at the DFT-hybrid level. For the naked cation, the first six bonds are completely unchanged compared to those in neutral $\mathrm{C}_{102} \mathrm{H}_{104}$. The next five bonds show negligible changes. Thus the defect spreads over about 80 CH units in the absence of a counterion. With counterion, the first 21 bond lengths are identical with those in neutral $\mathrm{C}_{102} \mathrm{H}_{104}$. The next 10 bonds change by only $\pm 0.001 \AA$. This indicates that the defect size is about 40 CH units.

Since more localized defects are obtained with HF, MP2/ 6-31G, and with semiempirical methods ${ }^{7,16,20,23,29,35}$ and since forces during the geometry optimizations are very small, it seemed plausible that the differences are caused by very flat potential energy surfaces rather than the failure of certain methods. To investigate how big the energy lowering due to localization is, the counterions were removed, and single point energies were calculated on the geometries optimized in the presence of counterions. With DFT the energy difference is $1.66 \mathrm{kcal} / \mathrm{mol}$ for $\mathrm{C}_{33} \mathrm{H}_{35}{ }^{+}$and $1.89 \mathrm{kcal} / \mathrm{mol}$ for $\mathrm{C}_{41} \mathrm{H}_{43}{ }^{+}$. At the MP2 level, the energies of the $\mathrm{C}_{33} \mathrm{H}_{35}{ }^{+}$ with localized and delocalized defect differ by $2.14 \mathrm{kcal} /$ mol or $0.06 \mathrm{kcal} / \mathrm{mol}$ per CH unit. Thus a segment size of about 15 CH units is required to obtain an energy difference of $1 \mathrm{kcal} / \mathrm{mol}$. Extremely high levels of theory are required, if chemical accuracy of $1 \mathrm{kcal} / \mathrm{mol}$ is to be achieved. It is therefore not surprising that semiempirical methods and HF theory give results that differ from those at higher theoretical levels. With energy differences that small, theoretical methods well beyond MP2 are required to give a final answer about the size of the defects. ${ }^{74}$ Such calculations are out of the question for systems long enough to have defect sizes converged with respect to chain lengths. The same sobering


Figure 4. Bond lengths of $\mathrm{C}_{48} \mathrm{H}_{50}{ }^{+}$(diamonds) and $\mathrm{C}_{49} \mathrm{H}_{51}{ }^{+}$ (triangles) with pure DFT.
conclusion was drawn for neutral soliton defects in PA. ${ }^{80}$ Thus in contrast to the generally believed strong electron phonon coupling, ${ }^{27}$ high level ab initio calculations point toward very flat potential energy surfaces of doped conducting polymers.

Even-Numbered Polyene Cations. Calculating evennumbered long chain polyene cations is problematic at the MP2 level and with DFT-hybrid because spin-contamination increases dramatically with increasing chain length. CASSCF and pure DFT do not suffer from spin-contamination but the former overestimates, the latter underestimates BLA. Therefore, one should expect CASSCF and pure DFT to bracket the changes upon ionization. CASSCF calculations including $13 \pi$-electrons and $13 \pi$-orbitals in the active space were carried out for $\mathrm{C}_{14} \mathrm{H}_{16}{ }^{+}$. Results at CASSCF, pure DFT, DFThybrid, and MP2 are compared with those for $\mathrm{C}_{13} \mathrm{H}_{15}{ }^{+}$in Table 2.

Removing one electron form $\mathrm{C}_{14} \mathrm{H}_{16}$ converts a closedshell system to a radical cation. This leads to significant changes in bond lengths. CASSCF, pure DFT, and DFThybrid predict decrease in BLA, lengthening of the double bonds and shortening of the single bonds, especially in the center of the molecule. MP2 is the only method that predicts a shortening of the terminal double bond. Again MP2 shows erratic behavior for the radicals, which is most likely due to spin contamination. The spin expectation value for $\mathrm{C}_{14} \mathrm{H}_{16}{ }^{+}$ is 1.96 with MP2.

Comparing the geometries of $\mathrm{C}_{13} \mathrm{H}_{15}{ }^{+}$and $\mathrm{C}_{14} \mathrm{H}_{16}{ }^{+}$at CASSCF and pure DFT levels indicates that the first two bonds from the chain ends differ very little $\sim 0.002 \AA$. In the center $\mathrm{C}_{14} \mathrm{H}_{16}{ }^{+}$shows slightly larger BLA. The maximum difference between any two bond lengths is $0.005 \AA$ with both CASSCF and pure DFT. With DFT-hybrid, the trend is similar only the differences between $\mathrm{C}_{13} \mathrm{H}_{15}{ }^{+}$and $\mathrm{C}_{14} \mathrm{H}_{16}{ }^{+}$ are larger. Thus DFT-hybrid seems to work fairly well for short polyene cation radicals. The spin expectation value for $\mathrm{C}_{14} \mathrm{H}_{16}{ }^{+}$is 0.92 . Since spin contamination increases with chain length, DFT geometries were evaluated for longer oligomers. Bond lengths for open-shell $\mathrm{C}_{48} \mathrm{H}_{50}{ }^{+}$and closedshell $\mathrm{C}_{49} \mathrm{H}_{51}{ }^{+}$are summarized in Figure 4 (pure DFT) and Figure 5 (DFT-hybrid). Like for the shorter systems, pure DFT predicts very similar geometries for cation and radical cation. In contrast, the hybrid functional yields a totally


Figure 5. Bond lengths of $\mathrm{C}_{48} \mathrm{H}_{50}{ }^{+}$(diamonds) and $\mathrm{C}_{49} \mathrm{H}_{51}{ }^{+}$ (triangles) with DFT-hybrid.
different geometry for $\mathrm{C}_{48} \mathrm{H}_{50}+\left(<S^{2}>=2.11\right)$ than for $\mathrm{C}_{49} \mathrm{H}_{51}{ }^{+}$. It is noteworthy that DFT-hybrid predicts a slightly larger defect for the radical cation than pure DFT. Since pure DFT is consistent with CASSCF for the small systems and since it does not suffer from spin contamination, the pure DFT result seems to be more reliable, although BLA is certainly underestimated.

Excitation Energies. Short polyenes ${ }^{81-83}$ and their cations ${ }^{15}$ have been investigated with high level ab initio methods such as CASPT2 and MRMP. The first optically allowed excited state of neutral polyenes has ${ }^{1} \mathrm{~B}_{\mathrm{u}}$ symmetry and is dominated by a single-electron (HOMO-LUMO) excitation. There is a second forbidden transition of ${ }^{1} \mathrm{~A}_{\mathrm{g}}$ symmetry that becomes the first excited state between hexatriene and octatetraene. The ${ }^{1} \mathrm{~A}_{g}$ state is one-electron forbidden and includes double excitations. This state cannot be treated reliably with single electron methods ${ }^{39}$ and will not be considered here. Like neutral polyenes, odd-numbered cations have closed-shell ground states, and the first excitation energy to the ${ }^{1} \mathrm{~B}_{2}$ state is mainly due to a single-electron HOMO-LUMO transition. The first optically allowed excited state of radical cations is produced by two singleelectron transitions, one from the singly occupied molecular orbital (SOMO) to the LUMO and one from HOMO to SOMO. These two transitions correspond to separate HOMOLUMO transitions in $\alpha$ - and $\beta$-electron spaces of the openshell wavefunction. The two states mix with same and with opposite signs, generating a dipole-forbidden and a dipoleallowed excited state of ${ }^{2} \mathrm{~A}_{u}$ or ${ }^{2} \mathrm{~B}_{\mathrm{g}}$ symmetry. ${ }^{15}$ As a result there are two features in the optical spectrum, the one at lower energy is weak (dipole-forbidden), the one at higher energy is dipole-allowed and has high intensity. ${ }^{84}$ The same state mixing happens between $\alpha$ - and $\beta$-electron transitions in closed-shell systems. The difference is that in a closed shell system, the cancellation is complete for the dipole forbidden state and its oscillator strength is exactly zero. For this reason neutral polyenes and odd-numbered cations show only one feature in the optical spectrum.

For neutral polyenes, the ${ }^{1} \mathrm{~B}_{\mathrm{u}}$ state is well described by TDHF. The results are of comparable accuracy to CASPT2 and MRMP predictions. ${ }^{43,44,85}$ TDDFT, pure as well as hybrid, increasingly underestimates excitation energies of conjugated systems with increasing chain length. ${ }^{42,45,46,86-88}$ Since high level ab initio methods become prohibitively expensive for long chain cations, TDHF and TDDFT will be tested here for excited-state calculations on polyene cations.


Figure 6. Excitation energies for neutral polyenes $\mathrm{C}_{8} \mathrm{H}_{10}-$ $\mathrm{C}_{48} \mathrm{H}_{50}$ (open symbols) and polyene cations $\mathrm{C}_{7} \mathrm{H}_{9}{ }^{+}-\mathrm{C}_{49} \mathrm{H}_{51}{ }^{+}$ (filled symbols) at TDHF (diamonds), TDDFT-hybrid (squares), and pure TDDFT (triangles).


Figure 7. TDDFT-hybrid//DFT-hybrid (squares), pure TD-DFT//DFT-hybrid (circles), and pure TDDFT//pure TDDFT (triangles) excitation energies for $\mathrm{C}_{5} \mathrm{H}_{7}{ }^{+}-\mathrm{C}_{49} \mathrm{H}_{51}{ }^{+}$.

Odd-Numbered Closed-Shell Polyene Cations. The first issue of interest is the behavior of TDHF and TDDFT excitation energies with increasing chain lengths. In Figure 6 excitation energies of neutral polyenes $\left(\mathrm{C}_{6} \mathrm{H}_{8}-\mathrm{C}_{48} \mathrm{H}_{50}\right)$ and of monocations $\left(\mathrm{C}_{5} \mathrm{H}_{7}{ }^{+}-\mathrm{C}_{45} \mathrm{H}_{47}{ }^{+}\right)$at TDHF, TDDFT-hybrid, and pure TDDFT levels are plotted versus chain length. In contrast to neutral polyenes, where the TDDFT excitation energies are too low and fall off too fast with increasing chain lengths, TDHF and TDDFT excitation energies and their chain length dependence are similar for cations. The difference between TDDFT-hybrid and TDHF excitation energies for $\mathrm{C}_{49} \mathrm{H}_{51}{ }^{+}$is 0.21 eV as compared to 0.79 eV for neutral $\mathrm{C}_{48} \mathrm{H}_{50}$. Moreover, there is very little difference between results with the hybrid functional and with pureTDDFT ( 0.09 eV ). This is investigated in more detail in Figure 7, where TDDFT excitation energies are plotted vs chain lengths using TDDFT-hybrid, pure TDDFT on the hybrid geometry, and finally pure TDDFT on the pure DFT geometry. That the three curves lie almost on top of one another shows that HF exchange has little influence on TDDFT excitation energies and that the geometry does not influences the $1{ }^{1} \mathrm{~B}_{\mathrm{u}}$ excitation energies either. Thus TDHF and TDDFT, pure and hybrid, appear to be reliable for calculating $1{ }^{1} \mathrm{~B}_{\mathrm{u}}$ excitation energies of closed-shell cations even at long chain lengths.

Even-Numbered Open-Shell Polyene Cations. The preceding chapters have revealed that DFT geometries of openshell systems have defect sizes which are too delocalized with DFT-hybrid. The comparison of excitation energies based on DFT-hybrid and pure DFT geometries for closedshell cations has shown, however, that employing delocalized


Figure 8. Excitation energies for $\mathrm{C}_{4} \mathrm{H}_{8}{ }^{+}-\mathrm{C}_{48} \mathrm{H}_{50}{ }^{+}$, dipoleforbidden states (open symbols), dipole-allowed states (filled symbols) at TDHF (diamonds), TDDFT-hybrid (squares), and pure TDDFT (triangles).


Figure 9. TDDFT-hybrid oscillator strengths for closed-shell cations $\mathrm{C}_{5} \mathrm{H}_{7}{ }^{+}-\mathrm{C}_{49} \mathrm{H}_{51}+$ (triangles) and for open-shell cations $\mathrm{C}_{4} \mathrm{H}_{8}{ }^{+}-\mathrm{C}_{48} \mathrm{H}_{50}{ }^{+}$(squares).
pure DFT geometries does not influence the excitation energies very much (compare Figure 7). Therefore DFThybrid geometries were employed for the excited-state calculations.

In Figure 8 excitation energies at TDHF, TDDFT-hybrid, and pure TDDFT are presented for open-shell cations. The three methods find two excited states arising from the mixing of HOMO-SOMO and SOMO-LUMO transitions, as expected. However, TDHF predicts the correct order of oscillator strengths only for butadiene. For polyenes longer than butadiene, the lower energy excited state is intense and the higher one is weak. At the same time the energies of the two excited states are too close, underestimating the highenergy transition and overestimating the low-energy transition. The values deteriorate completely at longer chain lengths. In contrast, TDDFT, hybrid, and pure DFT, correctly predict lower oscillator strengths for the low-energy feature for short to medium sized polyenes up to $\mathrm{C}_{28} \mathrm{H}_{30}{ }^{+}$. $\mathrm{At} \mathrm{C}_{32} \mathrm{H}_{34}{ }^{+}$ TDDFT-hybrid switches oscillator strengths of the two excited states. The dependence of oscillator strengths on chain lengths with hybrid and pure DFT functionals for evenand odd-numbered cations is shown in Figures 9 and 10.

It turns out that the crossover occurs with both TDHF and TDDFT-hybrid when the expectation value of the spin operator exceeds a value of 1 . The value for a pure doublet state is 0.75 . Thus, the relative oscillator strengths of the two transitions exchange when the wavefunction acquires increasing triplet character. As mentioned above, the two low-energy excitations of polyene cations arise from coupling


Figure 10. Pure TDDFT oscillator strengths for closed-shell cations $\mathrm{C}_{5} \mathrm{H}_{7}{ }^{+}-\mathrm{C}_{49} \mathrm{H}_{51}{ }^{+}$(triangles) and for open-shell cations $\mathrm{C}_{4} \mathrm{H}_{8}{ }^{+}-\mathrm{C}_{48} \mathrm{H}_{50}{ }^{+}$(circles).


Figure 11. Excitation energies for $\mathrm{C}_{4} \mathrm{H}_{8}{ }^{+}-\mathrm{C}_{48} \mathrm{H}_{50}{ }^{+}$, dipoleforbidden states (open symbols), and dipole-allowed states (filled symbols). Experiment parent polyene cations (diamonds), experimenttert-butyl-capped polyene cations (squares), MRMP (circles), and pure TDDFT (triangles).
between the transitions of $\alpha$ - and $\beta$-electrons with the opposite sign (dipole-allowed) and with the same sign (dipole-forbidden). Since a triplet has two electrons with the same spin, the mixing of $\alpha$ - and $\beta$-excitations with same signs is dipole-allowed and mixing with opposite signs is dipole-forbidden. The spin contaminated wavefunction can therefore not be applied for calculating excitation energies and oscillator strengths. Pure DFT has no problem with spin contamination. The spin expectation value increases very slowly and reaches only 0.80 for $\mathrm{C}_{56} \mathrm{H}_{58}{ }^{+}$. No crossover between oscillator strengths occurs with pure TDDFT (Figure 10), confirming that the crossover is an artifact caused by spin-contamination.

In Figure 11 pure TDDFT excitation energies are compared with experiment and with MRMP results. Experimental data are measured by Bally et al. ${ }^{10,84}$ There are two sets of experimental data, parent polyene cations and tert-butyl capped systems. The weak absorption is very similar for both systems, but the strong peak occurs at lower energy for tertbutyl capped polyene cations. MRMP data are those of Kawashima et al. ${ }^{15}$ MRMP excitation energies reproduce experimental data for parent polyene cations very well. However, it should be kept in mind that experiments are done in matrix and that theoretical values are obtained in the gas phase. For neutral polyenes the solvent effect is $0.3-0.4$ $\mathrm{eV} .{ }^{89}$ Therefore one might expect accurate theoretical values to be a little higher than experimental ones. Interestingly,

Table 3. TDDFT Excitation Energies in eV and Oscillator Strengths for Polyene Cations ${ }^{a}$

|  | $\mathrm{C}_{4} \mathrm{H}_{6}{ }^{+}$ | $\mathrm{C}_{6} \mathrm{H}_{8}{ }^{+}$ | $\mathrm{C}_{8} \mathrm{H}_{10}{ }^{+}$ | $\mathrm{C}_{10} \mathrm{H}_{12}{ }^{+}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\mathrm{E}(1)$ | $2.84(2.43)$ | $2.17(1.98)$ | $1.76(1.69)$ | $1.48(1.43)$ |
| osc. strength | $0.010(0.011)$ | $0.009(0.015)$ | $0.007(0.022)$ | $0.005(0.022)$ |
| $\mathrm{E}(2)$ | $4.71(4.16)$ | $3.83(3.32)$ | $3.26(2.88)$ | $2.86(2.46)$ |
| osc. strength | $0.475(0.626)$ | $0.858(0.998)$ | $1.260(1.380)$ | $1.679(1.706)$ |

${ }^{\text {a }}$ MRMP values according to ref 15 are given in brackets.


Figure 12. Comparison of excitation energies of open-shell (triangles) and closed shell (diamonds) cations with pure TDDFT.
the solvent effects for the butadiene and the hexatriene cations are reported to have opposite signs, increasing the excitation energy of butadiene but lowering the excitation energy of hexatriene by $0.2 \mathrm{eV} .{ }^{84}$

Pure TDDFT excitation energies for the low-energy transition agree very well with MRMP data (Table 3) and with experiment. All data sets fall on top of each other. For the high-energy feature there are larger differences. TDDFT predicts higher excitation energies than MRMP, but the difference is acceptable $\sim 0.4-0.5 \mathrm{eV}$. The chain length dependence compared to the end-capped systems is also reasonable, although there is a tendency of TDDFT excitation energies of falling off too fast. Thus TDDFT, which is the only theoretical method that can be applied to large openshell systems, produces reasonable results compared to experiment and MRMP. (A note on the side: Since relative signs of $\alpha$ - and $\beta$-orbitals are random in unrestricted calculations, relative signs of $\alpha$ - and $\beta$-coefficients contributing to a certain excited state are also random. Thus the dipole allowed state might appear to be generated from the positive instead of the negative sign combination of $\alpha$ - and $\beta$-excitations with TDDFT. Plotting of the orbitals reveals that the $\alpha$ - and $\beta$-orbitals are mirror images of each other in such cases.)

In Figure 12 pure TDDFT excitation energies for closed and open-shell systems are plotted vs increasing number of CH units. In Figures 13 and 14 spectra are simulated for selected odd- and even-numbered polyene cations of comparable size. It is visible that excitation energies of the intense feature in open-shell and closed shell species are very similar when calculated with pure TDDFT. For instance, the excitation energies of the strong absorptions are 0.98 and 1.01 eV for $\mathrm{C}_{44} \mathrm{H}_{46}{ }^{+}$and $\mathrm{C}_{45} \mathrm{H}_{47}{ }^{+}$, respectively. The same agreement was found for oscillator strength as shown in Figure 10. At all chain lengths the low-energy absorption has very small oscillator strength and is invisible in the spectra. For the longer species $\mathrm{C}_{40} \mathrm{H}_{42}{ }^{+}$and $\mathrm{C}_{41} \mathrm{H}_{43}{ }^{+}$, additional features appear at the long wavelengths side of the


Figure 13. Simulated UV-spectra of odd-numbered closedshell polyene cations at the pure TDDFT level.


Figure 14. Simulated UV-spectra of even-numbered openshell polyene cations at the pure TDDFT level.
main peak. That there are more such features with openshell species might be due to slight differences in $\alpha$ - and $\beta$-orbital energy differences in unrestricted calculations. Overall spectra of even- and odd-numbered cations are predicted to differ little, which means that closed-shell oddnumbered cations are indeed very good models for doped PA and can be used to avoid the problems with spincontamination.

The almost complete cancellation of the oscillator strength of the weak absorption of open-shell cations can be understood by investigating the orbital energy levels for $\alpha$ and $\beta$-electrons. In Figures 15 and 16, DFT-hybrid $\pi$-orbital energies are plotted for closed-shell $\mathrm{C}_{13} \mathrm{H}_{15}{ }^{+}$through $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$ and open-shell $\mathrm{C}_{10} \mathrm{H}_{12}{ }^{+}$through $\mathrm{C}_{48} \mathrm{H}_{50}{ }^{+}$. In Figure 16, $\beta$-energy levels are slightly shifted right with respect to $\alpha$-energy levels. Short open-shell cations have very different energies for $\alpha$ - and $\beta$-electrons, $\beta$-levels lying lower in energy. As the chain lengths increases, these energy differences decrease as the $\beta$-LUMO, the orbital from which the electron has been removed, merges with the $\alpha$-LUMO. Likewise the $\alpha$ - and $\beta$-HOMO orbitals approach each other.


Figure 15. DFT-hybrid $\pi$-orbital energies for $\mathrm{C}_{13} \mathrm{H}_{15}{ }^{+}-$ $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$.


Figure 16. DFT-hybrid $\pi$-orbital energies for $\mathrm{C}_{10} \mathrm{H}_{12}{ }^{+}-$ $\mathrm{C}_{48} \mathrm{H}_{50}{ }^{+}$. Values of $\beta$-electrons offset to the right.

Despite the energy differences between $\alpha$ - and $\beta$-levels for short cations, the $\alpha$ and $\beta$ HOMO-LUMO gaps are almost identical at all chain lengths. Thus, like in closed-shell polyene cations, exciting $\alpha$ - and $\beta$-electrons require similar energies. For this reason, excitations are produced by mixing both states in almost equal amounts at all chain lengths. The equal mixing leads to the almost complete cancellation of the oscillator strength of the dipole-forbidden state and the resemblance of spectra of closed- and open-shell polyene cations. It will be shown in a forthcoming publication that such a cancellation does not occur with thiophene and pyrrole oligomer cations, which exhibit two absorptions of comparable strengths in the UV.

Comparing Figures 15 and 16 reveals that for long chains, closed- and open-shell polyene cations have very similar energy level patterns with one empty level lying slightly above the middle of the energy gap. This state moves to the middle of the gap in the long chain limit as is visible for $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$in Figure 15. For $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$, the HOMO-LUMO gap is 1.37 eV , and the midgap state lies 0.70 eV above the HOMO. As discussed in the geometry section, the defect size for $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$is about 80 CH units in the absence of a counterion. Thus geometric localization of the defect is not responsible for the midgap state.

Higher Lying Excited States. With increasing chain lengths additional ${ }^{1} \mathrm{~B}_{\mathrm{u}}$ and ${ }^{1} \mathrm{~B}_{2}$ states of decreasing energy and of increasing oscillator strength are predicted by TDDFT (compare Figures 13 and 14). There are also low lying excited states of other symmetries, but they have low

Table 4. ${ }^{1} \mathrm{~B}_{2}$ Excitation Energies in eV and Oscillator Strengths (in Brackets) for $\mathrm{C}_{49} \mathrm{H}_{51}{ }^{+}, \mathrm{C}_{69} \mathrm{H}_{71}{ }^{+}, \mathrm{C}_{85} \mathrm{H}_{87}{ }^{+}$, and $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$at TDDFT-Hybrid and Pure TDDFT Levels of Theory

|  |  | $\mathrm{C}_{49} \mathrm{H}_{51}{ }^{+}$ | $\mathrm{C}_{69} \mathrm{H}_{71}{ }^{+}$ | $\mathrm{C}_{85} \mathrm{H}_{87}{ }^{+}$ | $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $1^{1} \mathrm{~B}_{2}$ | hybrid | $1.03(9.29)$ | $0.79(11.65)$ | $0.68(11.94)$ | $0.58(10.96)$ |
|  | pure | $0.94(7.70)$ | $0.68(8.34)$ | $0.55(7.92)$ | $0.44(7.79)$ |
| $2^{1} \mathrm{~B}_{2}$ | hybrid | $1.70(0.37)$ | $1.26(1.20)$ | $1.05(2.60)$ | $0.88(5.06)$ |
|  | pure | $1.19(1.60)$ | $0.89(3.72)$ | $0.75(5.39)$ | $0.65(6.62)$ |
| $3^{1} \mathrm{~B}_{2}$ | hybrid | $2.06(0.08)$ | $1.68(0.08)$ | $1.47(0.01)$ | $1.25(0.32)$ |
|  | pure | $1.31(0.39)$ | $1.00(1.24)$ | $0.86(2.05)$ | $0.76(2.80)$ |
| $4^{1} \mathrm{~B}_{2}$ | hybrid | $2.43(0.33)$ | $1.84(0.42)$ | $1.56(0.53)$ | $1.38(0.43)$ |
|  | pure | $1.76(0.00)$ | $1.27(0.02)$ | $1.03(0.10)$ | $0.87(0.57)$ |
| $5^{1} \mathrm{~B}_{2}$ | hybrid | $2.61(0.60)$ | $2.04(0.99)$ | $1.77(1.35)$ | $1.59(2.08)$ |
|  | pure | $1.93(0.02)$ | $1.43(0.08)$ | $1.18(0.24)$ | $1.02(0.48)$ |

oscillator strength at all chain lengths. For the longest oddnumbered systems, two additional ${ }^{1} \mathrm{~B}_{2}$ states reach oscillator strengths comparable to that of the $1^{1} \mathrm{~B}_{2}$ state. The first five ${ }^{1} \mathrm{~B}_{2}$ excitation energies are summarized for $\mathrm{C}_{49} \mathrm{H}_{51}{ }^{+}, \mathrm{C}_{69} \mathrm{H}_{71}{ }^{+}$, $\mathrm{C}_{85} \mathrm{H}_{87}{ }^{+}$, and $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$at TDDFT-hybrid and pure TDDFT levels in Table 4.

Although the $1{ }^{1} \mathrm{~B}_{2}$ states of closed-shell cations have almost the same energies with TDDFT-hybrid and pure TDDFT, the energies of higher lying ${ }^{1} \mathrm{~B}_{2}$ states differ with both DFT methods. Pure DFT predicts these excitation energies to be between $0.23-0.75 \mathrm{eV}$ lower in energy and their oscillator strengths to be larger. The differences decrease with increasing chain lengths. The reason for this difference seems to be that energy levels lie closer with pure DFT than with DFT-hybrid. Thus with pure TDDFT, the additional excited states become significant at shorter chain lengths. The only number for comparison, that is available for a higher lying excited state, is the $3^{2} \mathrm{~B}_{\mathrm{g}}$ state of decapentaene, obtained with MRMP by Kawashima et al., ${ }^{15}$ which lies at 3.53 eV . For this state both DFT levels seem to work fine. Pure TDDFT predicts 3.52 eV , TDDFT-hybrid 3.73 eV ( $S^{2}=0.86$ ). The pure TDDFT value is closer to the MRMP value, but one number is not sufficient to assess the performance of the two methods with certainty.

The decrease in energy of the higher ${ }^{1} \mathrm{~B}_{2}$ states with increasing chain lengths is consistent with the decrease in the spacing between energy levels (compare Figure 15). As the corresponding excitation energies are coming down, the corresponding states are becoming multiconfigurational. The first ${ }^{1} \mathrm{~B}_{2}$ state is still dominated by the HOMO-LUMO transition, but a second transition between HOMO-2 and LUMO gains importance with increasing chain length. $2{ }^{1} \mathrm{~B}_{2}$ is composed of two single electron transitions between HOMO-2 and LUMO and HOMO-1-LUMO+2. $3^{1} \mathrm{~B}_{2}$ is composed of two contributions, HOMO-1-LUMO+1 and HOMO-LUMO +2 . The energy spacing between the three states is 0.21 and 0.11 eV for $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$with pure TDDFT and 0.30 and 0.37 eV with TDDFT-hybrid.

Effect of Counterions. Depending on chain lengths of the polyene, energy levels of counterions may lie within the polyene band gap. For such systems, excitations from polyene to the counterions have very low energies but also low oscillator strengths. The main features in the UV-spectra

Table 5. Pure TDDFT Excitation Energies (eV) of Polyene Cations and Polyene- $\mathrm{Cl}_{3}$ Complexes Based on Geometries with Increasingly Localized Defects

|  |  |  | B3P86-30\% complex |  |
| :--- | ---: | ---: | ---: | ---: |
| geometry | BP86 | B3P86-30\% | no counterion | with $\mathrm{Cl}_{3}{ }^{-}$ |
|  |  | $\mathrm{C}_{41} \mathrm{H}_{43}{ }^{+}$ |  |  |
| $1^{1} \mathrm{~B}_{2}$ | $1.08(8.00)$ | $1.10(7.00)$ | $1.05(5.36)$ | $1.14(4.75)$ |
| $2{ }^{1} \mathrm{~B}_{2}$ | $1.32(0.28)$ | $1.39(0.95)$ | $1.39(1.59)$ | $1.18(0.62)$ |
| $3^{1} \mathrm{~B}_{2}$ | $1.39(0.12)$ | $1.51(0.21)$ | $1.54(0.47)$ | $1.50(1.55)$ |
|  |  | $\mathrm{C}_{69} \mathrm{H}_{71}{ }^{+}$ |  |  |
| $1^{1} \mathrm{~B}_{2}$ | $0.68(8.34)$ | $0.62(5.92)$ | $0.75(4.05)$ |  |
| $2^{1} \mathrm{~B}_{2}$ | $0.89(3.72)$ | $0.91(3.67)$ | $0.77(1.92)$ |  |
| $3^{1} \mathrm{~B}_{2}$ |  | $1.00(1.24)$ | $1.04(1.57)$ | $1.04(4.73)$ |
| $4^{1} \mathrm{~B}_{2}$ |  | $1.25(0.39)$ | $1.06(0.54)$ |  |
|  |  | $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$ |  |  |
| $1^{1} \mathrm{~B}_{2}$ | $0.44(7.79)$ | $0.38(5.92)$ | $0.54(5.08)$ |  |
| $2^{1} \mathrm{~B}_{2}$ | $0.65(6.62)$ | $0.64(4.90)$ | $0.81(8.16)$ |  |
| $3^{1} \mathrm{~B}_{2}$ |  | $0.76(2.80)$ | $0.75(0.78)$ | $0.83(0.13)$ |
| $4^{1} \mathrm{~B}_{2}$ | $0.87(0.57)$ | $0.86(2.51)$ | $0.99(1.08)$ |  |
| $5^{1} \mathrm{~B}_{2}$ | $1.02(0.48)$ | $1.04(1.08)$ | $1.12(1.16)$ |  |



Figure 17. UV-spectra of $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$and of $\mathrm{C}_{101} \mathrm{H}_{103}-\mathrm{Cl}_{3}$ with pure TDDFT.
are the same interchain excitations as in the absence of counterions in all systems investigated. Thus the effect of the counterions on the spectra is indirect, influencing geometric and electronic structures and therefore transition energies and oscillator strengths of the polyenes.

In Table 5 excitation energies of $\mathrm{C}_{41} \mathrm{H}_{43}-\mathrm{Cl}_{3}, \mathrm{C}_{69} \mathrm{H}_{71}-$ $\mathrm{Cl}_{3}$, and $\mathrm{C}_{101} \mathrm{H}_{103}-\mathrm{Cl}_{3}$ are compared with those of the corresponding naked cations. In Figure 17 spectra are simulated for $\mathrm{C}_{101} \mathrm{H}_{103}-\mathrm{Cl}_{3}$ and $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$. In all cases there is a blue shift due to the presence of a counterion. The energies of the first allowed transitions in the presence of the counterion differ by up to 0.10 eV from those of the naked cations. The differences are a little larger for the higher energy transitions. The main difference between complexes and cations is that the oscillator strengths of the first transitions decrease and those of the higher energy transitions increase in the presence of counterions. Thus the maximum absorption shifts to shorter wavelengths.

Counterions have a localizing effect on geometry and electronic structure. To separate the two effects, the coun-


Figure 18. UV-spectra of $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$at its optimized geometry and at the geometry of $\mathrm{C}_{101} \mathrm{H}_{103}-\mathrm{Cl}_{3}$ after removing the counterion with pure TDDFT.


Figure 19. Comparison of the spectrum predicted with pureTDDFT for $\mathrm{C}_{101} \mathrm{H}_{103}-\mathrm{Cl}_{3}$ and that for neutral polyenes obtained with TDHF.
terions were removed from the complexes, and spectra were recalculated for the cations employing the geometries of the complexes. For $\mathrm{C}_{41} \mathrm{H}_{43}{ }^{+}$the delocalized pure-DFT geometry was used in addition. The data are included in Table 5. Using the delocalized pure-DFT geometry does not change the spectrum compared to the one based on the DFT-hybrid structure. Using the geometries of the complexes leads to a slight red-shift of the first peak and an increase in oscillator strength of the higher lying peaks. In Figure 18 spectra of $\mathrm{C}_{101} \mathrm{H}_{103}{ }^{+}$with different geometries are compared. The difference between the spectra with localized and delocalized defects is not dramatic. The first allowed peak is red-shifted by 0.06 eV , and the oscillator strengths of peaks four increase while those of peaks 1,2 , and 3 decrease. This result suggests that electron phonon coupling is not crucial to explain the spectral changes during doping. The bigger change occurs in the electronic structure and is caused by the presence of the counterion as can be seen in Figure 17.

The last entry in Table 5 for $\mathrm{C}_{101} \mathrm{H}_{103}-\mathrm{Cl}_{3}$ should resemble the excitation energies of a lightly doped isolated PA chain quite well. Therefore the spectrum of $\mathrm{C}_{101} \mathrm{H}_{103}-\mathrm{Cl}_{3}$ is compared to the TDHF spectrum typical for neutral polyenes in Figure 19. TDHF $\lambda_{\text {max }}$ values of neutral polyenes converge to $\sim 2.2 \mathrm{eV}$. The $\lambda_{\max }$ values for example are 2.24 eV for
$\mathrm{C}_{88} \mathrm{H}_{90}$ and 2.17 for $\mathrm{C}_{162} \mathrm{H}_{164}$. Oscillator strengths for long chain polyenes are huge with values of up to 40 for $\mathrm{C}_{162} \mathrm{H}_{164}$. For cations oscillator strengths go through a maximum with increasing chain lengths as oscillator strengths shift from lower to higher energy transitions. Therefore the predicted spectral change upon doping (Figure 19) agrees well with experiment which shows a decrease of the intense 1.8 eV peak of neutral PA and the development of a much weaker and rather broad feature peaking at around 0.7 eV . ${ }^{2}$

## Conclusions

In this investigation the theoretical level necessary to obtain excitation energies of closed- and open-shell polyene cations with up to 101 CH units was established, and spectral features of polyene monocations were examined in the absence and in the presence of a $\mathrm{Cl}_{3}^{-}$counterion.

- Comparison of CASSCF, MP2, and DFT methods shows that geometries of closed-shell polyene cations can be obtained with DFT-hybrid functionals ( $30 \%$ of HF exchange) with the same accuracy as with MP2. This holds with respect to bond lengths alternation and defect size. For evennumbered open-shell cations, spin-contamination increases with increasing chain lengths with the DFT-hybrid functional and leads to deterioration of the results. Pure DFT is consistent for closed- and open-shell systems, but BLA is too small since double lengths are too large.
- Potential energy surfaces of polyene cations are very flat. The energy differences per repeat unit for structures with localized and delocalized defects are so small that the MP2 level of theory is probably not sufficient to determine the accurate defect size. Defect sizes are expected therefore to depend strongly on environmental effects, such as counterions, medium, and crystal packing.
- For excited-state calculations of closed-shell cations, TDDFT gives reliable values that do not deteriorate at long chain lengths like for neutral species. Pure DFT and DFThybrid lead to very similar excitation energies for the first allowed excited state. Higher lying excited states are obtained at lower energy with pure DFT than with DFT hybrid.
- Because of spin-contamination, hybrid functionals lead to qualitatively wrong oscillator strengths for open-shell polyene cations longer than 28 CH units. Pure DFT gives similar results for open- and closed-shell cations at all chain lengths and compares well with experiment and MRMP for butadiene through decapentaene cations.
- The lowest allowed excited state has the same energy and the same oscillator strength for odd- and even-numbered polyene cations. The weak feature that occurs only for openshell systems has low oscillator strength at all chain lengths. Thus odd-numbered polyene cations are good models for PA.
- With increasing chain lengths additional allowed states with high oscillator strengths and only slightly higher energies are predicted. This might lead to a broad absorption or several very closely spaced features in the UV spectrum of lightly doped PA. Conjugation lengths of about 40-50 CH units are required for these high additional transitions to achieve significant oscillator strengths.
- Counterions have a localizing effect and decrease the size of the defect by about 40 CH units in the longest system considered here with 101 CH units. The defect is still predicted to be about 40 CH units wide. There is a midgap state for long polyene cations in the absence of counterions when the defect spreads over 80 CH units. Thus defect localization is not necessary for producing a midgap state.
- The energies of the first five excited states of polyene cations are practically independent of the geometry used. The sub-band transition in polyene cations is obtained in structures with localized and with delocalized defects at the same energy. Thus the sub-band feature in doped PA seems to be due to changes in the electronic rather than in the geometric structure.
- Localization influences oscillator strengths, shifting intensity from the HOMO-LUMO transition to higher lying excited states. This trend is further enhanced when a counterion is included explicitly. Excitations between polyene cation and counterion have low oscillator strengths.

Acknowledgment. This work is supported by TÜBITAK (TBAG-2461) and by Bilkent University. I would like to thank Prof. Stefan Grimme for helpful discussions and Dennis Salzner for writing a program that extracts orbital energies from G03 output files for plotting.

## References

(1) Naarmann, C. H.; Theophilou, N. Synth. Met. 1987, 22, 1.
(2) Fincher, C. R., Jr.; Peebles, D. L.; Heeger, A. J.; Druy, M. A.; Matsamura, Y.; MacDiarmid, A. G.; Shirakawa, H.; Ikeda, S. Solid State Commun. 1978, 27, 489.
(3) Fincher, C. R., Jr.; Ozaki, M.; Tanaka, M.; Peebles, D.; Lauchlan, L.; Heeger, A. J. Phys. Rev. B 1979, 20, 1589.
(4) Fincher, C. R., Jr.; Ozaki, M.; Heeger, A. J.; MacDiarmid, A. G. Phys. Rev. B 1979, 19, 4140.
(5) Patil, A. O.; Heeger, A. J.; Wudl, F. Chem. Rev. 1988, 88 , 183.
(6) Yakushi, K.; Lauchlan, L. J.; Clarke, T. C.; Street, G. B. J. Chem. Phys. 1983, 79, 4774.
(7) Su, W.-P.; Schrieffer, J. R.; Heeger, A. J. Phys. Rev. Lett. 1979, 42, 1698.
(8) Su, W. P.; Schrieffer, J. R.; Heeger, A. J. Phys. Rev. B 1980, 22, 2099.
(9) Su, W.-P. Solid State Commun. 1980, 35, 899.
(10) Bally, T.; Roth, K.; Tang, W.; Schrock, R. R.; Knoll, K.; Park, L. Y. J. Am. Chem. Soc. 1992, 114, 2440.
(11) Zinger, B.; Mann, K. R.; Hill, M. G.; Miller, L. L. Chem. Mater. 1992, 4, 1113.
(12) Hill, M. G.; Penneau, J.-F.; Zinger, B.; Mann, K. R.; Miller, L. L. Chem. Mater. 1992, 4, 1106.
(13) Bäuerle, P.; Segelbacher, U.; Maier, A.; Mehring, M. J. Am. Chem. Soc. 1993, 115, 10217.
(14) Furukawa, Y. J. Phys. Chem. 1996, 100, 15644.
(15) Kawashima, Y.; Nakayama, K.; Nakano, H.; Hirao, H. Chem. Phys. Lett. 1997, 267, 82.
(16) Ye, A.; Shuai, Z.; Kwon, O.; Brédas, J. L.; Beljonne, D. J. Chem. Phys. 2004, 121, 5567.
(17) Rubio, M.; Ortí, E.; Pou-Amerigo, R.; Merchán, M. J. Phys. Chem. A 2001, 105, 9788.
(18) Keszthelyi, T.; Grage, M. M.-L.; Offersgard, J. F.; Wilbrandt, R.; Svendsen, C.; Sonnich Mortensen, O.; Pedersen, J. K.; Jensen, H. J. A. J. Phys. Chem. A 2000, 104, 2808.
(19) Brédas, J. L.; Chance, R. R.; Silbey, R. J. Phys. Chem. 1981, 85, 756.
(20) Brédas, J. L.; Chance, R. R.; Silbey, R. Phys. Rev. B 1982, 26, 5843.
(21) Campbell, D. K.; Bishop, A. R. Nucl. Phys. B 1982, 200, 297.
(22) Campbell, D. K.; Bishop, A. R.; Fesser, K. Phys. Rev. B 1982, 26, 6862.
(23) Boudreaux, D. S.; Chance, R. R.; Brédas, J. L.; Silbey, R. Phys. Rev. B 1983, 28, 6927.
(24) Brédas, J. L.; Scott, J. C.; Yakushi, K.; Street, G. B. Phys. Rev. B 1984, 30, 1023.
(25) Brédas, J. L.; Thémans, B.; Fripiat, J. G.; André, J.-M.; Chance, R. R. Phys. Rev. B 1984, 29, 6761.
(26) Brédas, J. L. J. Mol. Struct. (Theochem) 1984, 107, 169.
(27) Brédas, J. L.; Street, G. B. Acc. Chem. Res. 1985, 18, 309.
(28) Kivelson, S.; Heeger, A. J. Phys. Rev. Lett. 1985, 55, 308.
(29) Heeger, A. J.; Kivelson, S.; Schrieffer, J. R.; Su, W.-P. Rev. Mod. Phys. 1988, 60, 781.
(30) Stafström, S.; Brédas, J. L. Phys. Rev. B 1988, 38, 4180.
(31) Villar, H. O.; Dupuis, M.; Clementi, E. Phys. Rev. B 1988, 37, 2520.
(32) Ehrendorfer, C.; Karpfen, A. J. Phys. Chem. 1994, 98, 7492.
(33) Ehrendorfer, C.; Karpfen, A. J. Chem. Phys. 1995, 99, 10196.
(34) Ehrendorfer, C.; Karpfen, A. J. Phys. Chem. 1995, 99, 5341.
(35) Champagne, B.; Spassova, M. Phys. Chem. Chem. Phys. 2004, 6, 3167.
(36) Tol, A. J. W. Chem. Phys. 1996, 208, 73.
(37) Irle, S.; Lischka, H. J. Chem. Phys. 1997, 107, 3021.
(38) Shimoi, Y.; Abe, S. Phys. Rev. B 1994, 50, 14781.
(39) Brocks, G. J. Chem. Phys. 2000, 112, 5353.
(40) Scherlis, D. A.; Marzari, N. J. Phys. Chem. B 2004, 108, 17791.
(41) Hirata, S.; Head-Gordon, M. Chem. Phys. Lett. 1999, 302, 375.
(42) Dreuw, A.; Head-Gordon, M. Chem. Rev. 2005, 105, 4009.
(43) Salzner, U. Curr. Org. Chem. 2004, 8, 569.
(44) Salzner, U. Conjugated Organic Polymers: From Bulk to Molecular Wire. In Handbook of Theoretical and Computational Nanotechnology; Rieth, M., Schommers, W., Eds.; ASP: 2006; Vol. 8, Chapter 5, p 203.
(45) Hsu, C.-P.; Hirata, S.; Head-Gordon, M. J. Phys. Chem. A 2001, 105, 451.
(46) Cai, Z.-L.; Sendt, K.; Reimers, J. R. J. Chem. Phys. 2002, 117, 5543.
(47) Grimm, S.; Nonnenberg, C.; Frank, I. J. Chem. Phys. 2003, 119, 11574.
(48) Cundari, T. R.; Stevens, W. J. J. Chem. Phys. 1993, 98, 5555.
(49) Stevens, W.; Basch, H.; Krauss, J. J. Chem. Phys. 1984, 81, 6026.
(50) Stevens, W. J.; Krauss, M.; Basch, H.; Jasien, P. G. Can. J. Chem. 1992, 70, 612.
(51) Salzner, U.; Karalti, O.; Durdagi, S. J. Mol. Model. 2006, 12, 687.
(52) Salzner, U.; Lagowski, J. B.; Pickup, P. G.; Poirier, R. A. J. Comput. Chem. 1997, 18, 1943.
(53) Salzner, U.; Lagowski, J. B.; Pickup, P. G.; Poirier, R. A. J. Phys. Chem. 1998, 102, 2572.
(54) Salzner, U.; Lagowski, J. B.; Poirier, R. A.; Pickup, P. G. Synth. Met. 1998, 96, 177.
(55) Møller, C.; Plesset, M. S. Phys. Rev. 1934, 46, 618.
(56) Hegarty, D.; Robb, M. A. Mol. Phys. 1979, 38, 1975.
(57) Eade, R. H. E.; Robb, M. A. Chem. Phys. Lett. 1981, 83, 362.
(58) Schlegel, H. B.; Robb, M. A. Chem. Phys. Lett. 1982, 93, 43.
(59) Bernardi, F.; Bottini, A.; McDougall, J. J. W.; Robb, M. A.; Schlegel, H. B. Far. Symp. Chem. Soc. 1984, 19, 137.
(60) Frisch, M. J.; Ragazos, I. N.; Robb, M. A.; Schlegel, H. B. Chem. Phys. Lett. 1992, 189, 524.
(61) Yamamoto, N.; Vreven, T.; Robb, M. A.; Frisch, M. J.; Schlegel, H. B. Chem. Phys. Lett. 1996, 250, 373.
(62) Becke, A. D. J. Chem. Phys. 1993, 98, 5648.
(63) Perdew, J. P. Phys. Rev. B 1986, 33, 8822.
(64) Becke, A. D. Phys. Rev. A 1988, 38, 3098.
(65) Bauernschmitt, R.; Ahlrichs, R. Chem. Phys. Lett. 1996, 256, 454.
(66) Casida, M. E.; Jamorski, C.; Casida, K. C.; Salahub, D. R. J. Chem. Phys. 1998, 108, 4439.
(67) Stratmann, R. E.; Scuseria, G. E.; Frisch, M. J. J. Chem. Phys. 1998, 109.
(68) Choi, C. H.; Kertesz, M.; Karpfen, A. J. Chem. Phys. 1997, 107, 6712.
(69) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, M. A.; Cheeseman, J. R.; Montgomery, J., J. A.; Vreven, T.; Kudin, K. N.; Burant, J. C.; Millam, J. M.; Iyengar, S. S.; Tomasi, J.; Barone, V.; Mennucci, B.; Cossi, M.; Scalmani, G.; Rega, N.; Petersson, G. A.; Nakatsuji, H.; Hada, M.; Ehara, M.; Toyota, K.; Fukuda, R.; Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai, H.; Klene, M.; Li, X.; Knox, J. E.; Hratchian, H. P.; Cross, J. B.; Adamo, C.; Jaramillo, J.; Gomperts, R.; Stratmann, R. E.; Yazyev, O.; Austin, A. J.; Cammi, R.; Pomelli, C.; Ochterski, J. W.; Ayala, P. Y.; Morokuma, K.; Voth, G. A.; Salvador, P.; Dannenberg, J. J.; Zakrzewski, V. G.; Dapprich, S.; Daniels, A. D.; Strain, M. C.; Farkas, O.; Malick, D. K.; Rabuck, A. D.; Raghavachari, K.; Foresman, J. B.; Ortiz, J. V.; Cui, Q.; Baboul, A. G.; Clifford, S.; Cioslowski, J.; Stefanov, B. B.; Liu, G.; Liashenko, A.; Piskorz, P.; Komaromi, I.; Martin, R. L.; Fox, D. J.; Keith, T.; Al-Laham, M. A.; Peng, C. Y.; Nanayakkara, A.; Challacombe, M.; Gill, P. M. W.; Johnson, B.; Chen, W.; Wong, M. W.; Gonzales, C.; Pople, J. A. Gaussian 03; Revision C. 02 ed.; Gaussian, Inc.: Pittsburgh, 2003.
(70) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, M. A.; Cheeseman, J. R.; Montgomery, J., J. A.; Vreven, T.; Kudin, K. N.; Burant, J. C.; Millam, J. M.; Iyengar, S. S.; Tomasi, J.; Barone, V.; Mennucci, B.; Cossi, M.; Scalmani, G.; Rega, N.; Petersson, G. A.; Nakatsuji, H.; Hada, M.; Ehara, M.; Toyota, K.; Fukuda, R.; Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai, H.; Klene, M.; Li, X.; Knox, J. E.; Hratchian, H. P.; Cross, J. B.; Bakken, V.; Adamo, C.; Jaramillo, J.; Gomperts, R.; Stratmann, R. E.; Yazyev, O.; Austin, A. J.; Cammi, R.; Pomelli, C.; Ochterski, J. W.; Ayala, P. Y.; Morokuma, K.; Voth, G. A.; Salvador, P.; Dannenberg, J. J.; Zakrzewski, V. G.; Dapprich, S.; Daniels, A. D.; Strain, M. C.; Farkas, O.; Malick, D. K.; Rabuck, A. D.; Raghavachari, K.; Foresman, J. B.; Ortiz, J. V.; Cui, Q.; Baboul, A. G.; Clifford, S.; Cioslowski, J.; Stefanov, B. B.; Liu, G.; Liashenko, A.; Piskorz, P.; Komaromi, I.; Martin, R. L.; Fox, D. J.; Keith, T.; Al-Laham, M. A.; Peng, C. Y.; Nanayakkara, A.; Challacombe, M.; Gill, P. M. W.; Johnson, B.; Chen, W.; Wong, M. W.; Gonzales, C.; Pople, J. A. Gaussian 03; Revision D. 01 ed.; Gaussian, Inc.: Wallingford, 2004.
(71) Cramer, C. J. Essentials of Computational Chemistry, Theories and Models; John Wiley: Chichester, 2004.
(72) Ciofini, I.; Adamo, C.; Chermette, H. J. Chem. Phys. 2005, $123,121102$.
(73) Jacquemin, D.; Femenias, A.; Chermette, H.; André, J.-M.; Perpète, E. A. J. Phys. Chem. A 2005, 109, 5734.
(74) Jacquemin, D.; Perpète, E. A.; Ciofini, I.; Adamo, C. Chem. Phys. Lett. 2005, 405, 376.
(75) Lee, C.; Yang, W.; Parr, R. G. Phys. Rev. B 1988, 37, 785.
(76) Fincher, C. R.; Chen, C.-E.; Heeger, A. J.; MacDiarmid, A. G.; Hastings, J. B. Phys. Rev. Lett. 1982, 48, 100.
(77) Yannoni, C. S.; Clarke, T. C. Phys. Rev. Lett. 1983, 51, 1191.
(78) Ferraro, J. R.; Hill, S.; Stout, P.; Furlani, A.; Polzonetti, G.; Russo, M. V. Appl. Spectosc. 1991, 45, 932.
(79) Reed, E. A.; Curtiss, L. A.; Weinhold, F. Chem. Rev. 1988, 88, 899.
(80) Bally, T.; Hrovat, D. A.; Thatcher Borden, W. Phys. Chem. Chem. Phys. 2000, 2, 3363.
(81) Serrano-Andrés, L.; Merchán, M.; Nebot-Gil, I.; Lindh, R.; Roos, B. O. J. Chem. Phys. 1993, 98, 3151.
(82) Serrano-Andrés, L.; Lindh, R.; Roos, B. O.; Merchán, M. J. Phys. Chem. 1993, 97, 9360.
(83) Nakayama, K.; Nakano, H.; Hirao, K. Int. J. Quantum. Chem. 1998, 66, 157.
(84) Bally, T.; Nitsche, S.; Roth, K.; Haselbach, E. J. Am. Chem. Soc. 1984, 106, 3927.
(85) Cronstrand, P.; Christiansen, O.; Norman, P.; Ågren, H. Phys. Chem. Chem. Phys. 2001, 3, 2567.
(86) Dreuw, A.; Head-Gordon, M. J. Am. Chem. Soc. 2004, 126, 4007.
(87) Dreuw, A.; Weisman, J. L.; Head-Gordon, M. J. Chem. Phys. 2003, 119, 2943.
(88) Parac, M.; Grimme, S. Chem. Phys. 2003, 292, 11.
(89) D’Amico, K. L.; Manos, C.; Christensen, R. L. J. Am. Chem. Soc. 1980, 102, 1777.
CT600223F

# A Theoretical Databank of Transferable Aspherical Atoms and Its Application to Electrostatic Interaction Energy Calculations of Macromolecules 

Paulina M. Dominiak,* Anatoliy Volkov,* Xue Li, Marc Messerschmidt, and Philip Coppens*<br>Department of Chemistry, State University of New York at Buffalo, New York 14260

Received June 14, 2006


#### Abstract

A comprehensive version of the theoretical databank of transferable aspherical pseudoatoms is described, and its first application to protein-ligand interaction energies is discussed. The databank contains all atom types present in natural amino acid residues and other biologically relevant molecules. Each atom type results from averaging over a family of chemically unique pseudoatoms, taking into account both first and second neighbors. The spawning procedure is used to ensure that close transferability is obeyed. The databank is applied to the syntenin PDZ2 domain complexed with four-residue peptides and to the PDZ2 dimer. Analysis of the electrostatic interactions energies calculated by the exact-potential/multipole-moment-databank method stresses the importance of the $\mathrm{P}_{0}$ and $\mathrm{P}_{-2}$ residues of the peptide in establishing the interaction, whereas the $\mathrm{P}_{-1}$ residue is shown to play a much smaller role. Unexpectedly, the charged $\mathrm{P}_{-3}$ residue contributes significantly to the interaction. The class I and II peptides are bound with the same strength by the syntenin PDZ2 domain, though the electrostatic interaction energy of the $\mathrm{P}_{-2}$ residue is smaller for class I peptides. There is no difference between the interaction energies of the peptides with PDZ2 domains from singledomain protein fragments and those from PDZ1-PDZ2 tandems.


## Introduction

In a preceding paper, we have described a databank of transferable aspherical atoms to be used in the evaluation of electrostatic interactions between large macromolecules and in the refinement of high-resolution structures of molecules such as proteins, polysaccharides, and nucleic acids. ${ }^{1}$ The databank was shown to give an excellent reproduction of the electron density in a number of amino acids when compared with those calculated with conventional ab initio methods at the B3LYP/6-31G** level, while requiring only a small fraction of the computational time. It was shown that the databank allows calculation of the electrostatic interaction energies of amino acid dimers with an accuracy

[^29]of $\sim 3 \mathrm{~kJ}$ per mole. ${ }^{2}$ Its merits relative to the experimental databank pioneered by Pichon-Pesme et al. ${ }^{3}$ have been the subject of a previous discussion. ${ }^{4,5}$ In a more recent article, the databank has been used to evaluate the electrostatic component of the interaction between fragments of the antibiotic vancomycin and substrate molecules, with the nonelectrostatic contribution evaluated with perturbation-theory-based pairwise atom-atom potentials. ${ }^{6}$

The databank may be compared with the invariom approach, pursued by Dittrich and co-workers, in which aspherical atoms are defined by one atom in an as close as possible bonding environment. ${ }^{7-9}$ In our procedure, a large number of molecules is analyzed and chemical similar atoms are grouped into families with closely related multipole population and expansion-contraction parameters. Standard deviations are calculated from the spread in the parameters within one family. A new family is spawned when significant
outliers occur. This procedure ensures that close transferability is obeyed and implicitly accounts for differences in bond order in the atom's coordination sphere.

We note that reconstructing the electron density from transferable aspherical molecular fragments stored in a databank has been pursued by other research groups using quantum-chemical partitioning quite different from that employed here. The fuzzy density fragmentation method, for example, has been introduced by Mezey et al. ${ }^{10,11}$

We describe here the extension of the databank by systematic application of the spawning procedure. The new version includes all atom types encountered in amino acid residues. In a first application to a large protein molecule, the databank is applied to the interactions between the PDZ2 domain of the scaffolding protein syntenin and peptides. The results shed light on the nature of the interaction between the protein and the various residues, which has been the subject of recent discussions. ${ }^{12,13}$

## Methodology

Theoretical Calculations. Theoretical calculations were performed as described by Volkov et al. ${ }^{1}$ To construct the databank, single-point calculations on selected small molecules (Table S1, Supporting Information) were performed with the Gaussian 98 and Gaussian 03 programs ${ }^{14}$ using density functional theory (DFT) with a standard split-valence double-exponential 6-31G** basis set including polarization functions. ${ }^{15}$ The DFT calculations were based on Becke's three-parameter hybrid method ${ }^{16}$ combined with the nonlocal correlation functional of Lee, Yang, and Parr (B3LYP). ${ }^{17}$ Experimental molecular geometries as recorded in the Cambridge Structural Database were used. ${ }^{18}$ Hydrogen positions were obtained by extending $\mathrm{X}-\mathrm{H}$ distances to their standard neutron diffraction values. ${ }^{19}$ Complex static valenceonly structure factors in the range $0<\sin \theta / \lambda<1.1 \AA^{-1}$ were obtained by the analytic Fourier transform of the molecular charge densities for reciprocal lattice points corresponding to a pseudo-cubic cell with $30 \AA$ edges. ${ }^{20}$

Aspherical Atom Refinement of the Theoretical Structure Factors. The data were fitted with the Hansen-Coppens pseudoatom formalism, ${ }^{21}$ using version 4.12 of the XD program suite. ${ }^{22}$ Both radial screening factors ( $\kappa$ and $\kappa^{\prime}$ ) were refined independently for each atom, with the exception of the chemically equivalent hydrogen atoms which shared the same $\kappa$ and $\kappa^{\prime}$ parameters. The multipolar expansion was truncated at the hexadecapolar level $\left(l_{\max }=4\right)$ for the nonhydrogen atoms and at the quadrupolar level $\left(l_{\max }=2\right)$ for hydrogen atoms, for which only bond-directed functions of $l, m=1,0$ and 2,0 were refined. To reduce the number of least-squares variables, local-symmetry constraints were imposed for some atoms. A molecular electroneutrality constraint was applied in all refinements. The phase ambiguity problem was solved by keeping the phases fixed at theoretically calculated values.

Atomic scattering factors were based on the atomic wave functions of Clementi and Roetti ${ }^{23}$ and were, in the course of the refinement, modified by the $\kappa$ parameter. For the deformation functions single- $\zeta$ exponents corresponding to weighted averages over the $s$ - and p-shell values given by

Table 1. Slater Radial Function Coefficients, $n_{l}$ and $\zeta$, Applied in the Refinements of Theoretical Structure Factors

| element | $n_{l}$ | $\zeta\left[\mathrm{bohr}^{-1}\right]$ |
| :---: | :--- | :---: |
| C | $2,2,3,4$ | 3.176 |
| N | $2,2,3,4$ | 3.839 |
| O | $2,2,3,4$ | 4.466 |
| S | $2,4,6,8^{a}$ | 3.851 |
| Cl | $4,4,4,4$ | 4.259 |
| H | 1,2 | 2.000 |

${ }^{a}$ As suggested by Dominiak and Coppens. ${ }^{25}$
Clementi and Raimondi ${ }^{24}$ were used, with powers of $r\left(n_{l}\right)$ given in Table 1. They were multiplied by the refinable $\kappa^{\prime}$ parameters.

The variables $-P_{\text {val }}$, the valence electrons population (in the model used equivalent to the spherical monopole population); $P_{l m}$, populations of the deformation functions; $\kappa$ and $\kappa^{\prime}$, the expansion-contraction parameters-were averaged over each atom type and constitute the prime information stored in the databank.

Local Coordinate System Assignment. Averaging of the multipole populations of equivalent pseudoatoms requires that the spherical harmonic functions centered at these atoms be expressed in a common local frame. The program LSDB ${ }^{1}$ includes a fully automatic definition of unique local coordinate systems based on the coordination environment of each atom. It is an essential tool in the charge density analysis of any large molecule, for which the manual assignment of coordinate systems becomes prohibitively cumbersome, and in the building of the pseudoatom databank based on a large number of small molecules.

Consistency in selecting the local coordinate system is crucial for defining the atom types and subsequent averaging. In the first step, the local coordinate system is oriented such as to allow local symmetry constraints. Whenever the local symmetry allows more than one possibility of selecting a particular local coordinate axis, the following procedure is used to choose the neighboring atom 1 , which defines axis 1: ${ }^{26}$
(1) Atoms with the highest atomic number are selected, and if there is only one such atom, it is chosen as atom 1.
(2) If step 1 is inconclusive, atoms with the highest atomic number are ordered according to their hybridization state (sp first, then $\mathrm{sp}^{2}$ and $\mathrm{sp}^{3}$ ) and then by their valency (number of attached atoms; the smallest number first). The first atom from the list is chosen as atom 1.
(3) If the preceding procedure is not conclusive, that is, there is more than one atom at the top of the list with the same element type, hybridization, and valency, atoms are sorted according to their distance to the central atom, and the one with the shorter distance is chosen as atom 1.

After atom 1 is selected, atom 2 is chosen from the remaining neighboring atoms following the rules defined above. In some cases, it is necessary to define a dummy atom to make use of the symmetry, as for example for the central C atom of the $-\mathrm{C}-\mathrm{CH}_{2}-\mathrm{C}-$ group, for which the dummy atom will be placed at the midpoint between the heavier carbon atoms, and axis 1 will be oriented along the local 2-fold symmetry axis. Such use of local symmetry allows


Figure 1. Correlation between the monopole-derived charge, $q$, and the expansion-contraction parameter (a) $\kappa$ or (b) $\kappa^{\prime}$ for hydrogen (grey), carbon (black), nitrogen (blue), oxygen (red), sulfur (orange), or chlorine (green) atom types.
minimization of the number of multipole parameters. In case of atoms belonging to a planar ring, axis 1 is always oriented toward the center of the ring and mirror plane symmetry is always applied even if higher symmetry is possible. Usually, a right-handed coordinate system is defined, except in the case of chiral atoms, for which both right- and left-handed systems are allowed. Chirality is defined locally, that is, only by the character of the nearest neighbors.

In the initial stages, very low symmetry or no symmetry at all was applied in refinement. In case symmetry was evident after averaging over an atom type, that symmetry was adopted in the final refinement of the molecules. Residual density maps were examined carefully to ensure that the symmetry constraint was justified.

Atom Type Definitions. The key step in the construction of any databank is the choice of atom types, that is, the selection of atoms which are sufficiently similar to be treated identically. A compromise must be struck between achieving the most accurate representation of the charge density of many molecules and minimizing the number of atom types.

In the construction of the databank, a new atom type is introduced whenever the average value of any deformation density parameter over a group of atoms differs by an amount greater than one standard deviation of the sample consisting of the remaining atoms. This approach leads to the following set of general criteria for the definition of an atom type: (1) element type, (2) the number of attached atoms (atom valence, number of the nearest neighbors), (3) nearest neighbor type, which may be affected by the next-nearest neighbors, (4) aromaticity, and (5) local symmetry.

Atoms that are part of planar ring systems are given an aromaticity flag and treated as separate types. Usually, only element type and hybridization are taken into account to characterize any neighboring atom, except for neighboring $\mathrm{sp}^{3}$ or $\mathrm{sp}^{2}$-hybridized nitrogen atoms, which are additionally subdivided into $\mathrm{sp}^{3}(4), \mathrm{sp}^{3}(3), \mathrm{sp}^{2}(3)$, and $\mathrm{sp}^{2}(2)$, where the number in parentheses represents the number of neighbors of the nitrogen atom. Hybridization states of neighboring atoms are derived solely from the number of attached atoms and, in the case of nitrogens, planarity of the group. The atom types in the current version of the databank are listed
in Table 2, whereas a list of neighbor types used in construction of the databank is given in Table 3.

In some cases, the criteria described above are modified by including the effect of next-nearest neighbors or, on the other hand, by ignoring differences between nearest neighbors. An example of the first situation is oxygen atom types O101-O104 ${ }^{27}$ (Table 2), while the second occurs for carbon atoms such as C405 for which the type of neighboring C atom does not affect the central atom's population parameters. A simpler definition of an atom type is sometimes used when the number of occurrences of a intended atom type in the molecular sample is too small to get statistically meaningful average values of the deformation-density parameters.

For each atom, the LSDB program analyzes the coordination environment and assigns the appropriate atom type. The corresponding charge-density parameters are then transferred from the databank for the subsequent analysis.
Atom Types in the Databank. At the time of writing, the databank contained 74 atom types (Table 2). (Note added in proof: 104 atom types are incorporated in the version made available on the Web in October 2006.) It includes all atom types encountered in peptides, proteins, and some other biologically interesting molecules.

As noted before, ${ }^{28,29}$ the monopole-derived net atomic charges correlate with the expansion-contraction parameters. The $\kappa$ parameters are strongly related to the charges (Figure 1a) and form two distinctive groups: those describing hydrogen atom types with a fitted linear equation $\kappa=$ $1.122(3)+0.27(3) q, R=0.96$, and those for non-hydrogen atoms which are fitted by $\kappa=0.9987(5)+0.056(2) q, R=$ 0.96. A somewhat less clear linear dependence of $\kappa^{\prime}$ on $q^{30}$ is observed for hydrogen and carbon atom types (Figure 1b). For the other elements, the range of charges is insufficient to examine any correlation, and unlike for $\kappa / q$, the points in the graph for N and O do not fall on the line derived for carbon (Figure 1b).

The net atomic charges of the pseudoatoms do not always reflect accepted electronegativity concepts, as they depend crucially on the division of the charge in the bonding regions. For the hydrogen atoms, for example, refinement of both bond-directed dipoles and quadrupoles effectively allows

Table 2. Atom Types in the Databank ${ }^{a}$

| Carbon |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| C301 | C302 | C303 | C304 | C306 |
|  |  |  |  |  |
|  |  |  |  |  |
|  <br> C370 |  <br> C371 |  |  |  |
|  |  |  |  |  |
| C409 | C411 | C412 | C414 | C415 |
|  |  |  |  |  |
|  |  |  |  |  |
| C425 (6) | C426 (5) | C433 (9) | C434 (6) | C436 (23) |
|  <br> C437 |  <br> C438 |  |  <br> C440 |  |
|  |  | Nitrogen |  |  |
|  |  |  |  |  |
|  |  <br> N309 |  <br> N310 |  |  |

Table 2 (Continued)

| Oxygen |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 0101 | 0102 | 0103 | 0104 | 0201 |
|  |  |  |  |  |
| Sulfur |  |  |  |  |
|  |  |  |  |  |
| Chlorine |  |  |  |  |
| $\begin{gathered} \stackrel{1}{\mathrm{C}_{\mathrm{ar}} \mathrm{Cl}} \\ \mathrm{Cl} 01 \end{gathered}$ |  |  |  |  |
| Hydrogen |  |  |  |  |
|  <br> H101 |  |  | $\begin{aligned} & \stackrel{Y}{\mathrm{C}_{\mathrm{ar}}} \mathrm{H} \\ & \mathrm{H104} \end{aligned}$ | $\begin{gathered} \\ \mathrm{N},{ }_{4}^{2}=\mathrm{H} \\ \mathbf{H 1 0 5} \end{gathered}$ |
| $\begin{gathered} \text { N2 } \\ \mathrm{N}=\mathrm{H} \\ \mathbf{H 1 0 7} \end{gathered}$ | $\begin{gathered} \text { N } \\ \mathrm{N}=\mathrm{H} \\ \mathbf{H 1 0 8} \end{gathered}$ | $\mathrm{C}_{2}-\mathrm{O}_{2}^{\mathrm{H}}$ |  | $\mathrm{C}_{-\mathrm{ar}}^{\prime} \mathrm{O}_{2}^{\mathrm{H}}$ |
| $\begin{array}{r} { }^{\prime} \mathrm{H}_{2} \\ \mathrm{H} 112 \end{array}$ |  |  |  |  |

${ }^{a}$ The symbol $D$ represents dummy atoms, required for coordinate system definition.

Table 3. Labeling of the Nearest and Next-Nearest Neighbor Atom Types ${ }^{a}$

| C | ${\text { any } \mathrm{Csp}^{2} \text { or } \mathrm{Csp}^{3} \text { carbon }}^{\mathrm{C}_{1}}$ |
| :--- | :--- |
| $\mathrm{C}_{2}$ | $\mathrm{Csp}^{2}$ aromatic and nonaromatic |
| Car | $\mathrm{Csp}^{3}$ |
| $\mathrm{~N}_{1}$ | $\mathrm{Csp}^{2}$ in planar ring |
| $\mathrm{N}_{2}$ | $\mathrm{Nsp}^{2}(2)$ |
| $\mathrm{N}_{3}$ | $\mathrm{Nsp}^{2}(3)$ |
| $\mathrm{N}_{4}$ | $\mathrm{Nsp}^{3}(3)$ |
| $\mathrm{O}_{1}$ | $\mathrm{Nsp}^{3}(4)$ |
| $\mathrm{O}_{2}$ | $\mathrm{Osp}^{2}(1)$ |
| $\mathrm{S}_{2}$ | $\mathrm{Osp}^{3}(2)$ |
| X | $\mathrm{Ssp}^{3}(2)$ |

${ }^{a}$ Numbers in parentheses represent number of bonds to the atom.
assignment of the $\mathrm{X}-\mathrm{H}$ bond density to the H atom, which becomes slightly negatively charged when bonded to carbon atoms. In general, the electron population on atoms linked to hydrogens decreases as the number of bonded hydrogen atoms increases. The effect is clearly visible for $\mathrm{X}-\mathrm{Csp}^{3}-$
$\mathrm{R}_{3}$ carbon atom types (with $\mathrm{X}=\mathrm{C}, \mathrm{Nsp}^{2}(3), \mathrm{Nsp}^{3}(3)$, $\mathrm{Nsp}^{3}(4), \mathrm{Osp}^{3}(2)$, or $\mathrm{Ssp}^{3}(2)$ and $\mathrm{R}=\mathrm{C}$ or H , where the number in parentheses represents the number of neighboring atoms) when atom types with the same X substituent are compared, as shown in Figure 2. The spherical hydrogenatom population represented by the monopoles correlates with the density of the even and odd multipoles on the H atoms, ${ }^{31}$ which give a total density more strongly concentrated along the bond axis and toward the bonded X atom (Figure 3). A similar situation occurs for the monopole populations of $\mathrm{X}-\mathrm{Csp}^{3}-\mathrm{R}_{3}$ carbon-atom types and the octupole and hexadecapole populations (Figure 4). ${ }^{32}$

Carbon Atoms. The databank contains 40 carbon atom types, 23 of which are $\mathrm{sp}^{3}$ carbons (numbers from C402 to C443). The deformation density parameters for $\mathrm{Csp}^{3}$ are given in Table S2 (Supporting Information). The corresponding deformation density maps are presented in Figure 5. All $\mathrm{sp}^{3}$-carbon types are positive, with the monopole-defined charge ranging from $+0.03(3) e$ for the C434 type to $+0.55(6) e$ for C409.


Figure 2. Dependence of the monopole population, $P_{\mathrm{val}}$, of carbon on the number of hydrogen atoms attached in $\mathrm{X}-\mathrm{Csp}^{3}-\mathrm{R}_{3}$ atom types, where X stands for $\mathrm{C}, \mathrm{Nsp}^{2}(3)$, $\mathrm{Nsp}^{3}(3), \mathrm{Nsp}^{3}(4), \mathrm{Osp}^{3}(2)$, or $\mathrm{Ssp}^{3}(2)$ atom types (see Table 3 ) and $R$ stands for $C$ or $H$. The numbers in parentheses represent the number of bonded atoms.


Figure 3. Correlations between the monopole population, $P_{\mathrm{val}}$, and $P_{l m}$ for hydrogen atoms connected to carbon (black), nitrogen (blue), oxygen (red), or sulfur (orange).

For C atoms in $\mathrm{X}-\mathrm{Csp}^{3}-\mathrm{R}_{3}$ bonded to the same number of hydrogens, where X stands for $\mathrm{C}, \mathrm{Nsp}^{2}(3), \mathrm{Nsp}^{3}(3)$, $\mathrm{Nsp}^{3}(4), \operatorname{Osp}^{3}(2)$, or $\operatorname{Ssp}^{3}(2)$ and R stands for C or H , the tetravalent nitrogens $\left\{\mathrm{Nsp}^{3}(4)\right\}$ induce the largest positive charge, followed by divalent sulfur $\left\{\operatorname{Ssp}^{3}(2)\right\}$, oxygen $\left\{\mathrm{Osp}^{3}(2)\right\}$, trivalent $\mathrm{sp}^{2}$-hybridized nitrogen $\left\{\mathrm{Nsp}^{2}(3)\right\}$, carbon, and trivalent $\mathrm{sp}^{3}$-hybridized nitrogen $\left\{\mathrm{Nsp}^{3}(3)\right\}$, as illustrated in Figure 2. Moreover, the more populated the $\mathrm{d}_{11+}$ dipole (oriented along the $\mathrm{C}-\mathrm{X}$ bond), the more populated the $\mathrm{d}_{20}$ and $\mathrm{d}_{22+}$ quadrupoles become (Figure 6). ${ }^{33}$ The populations of $\mathrm{d}_{11+}, \mathrm{d}_{20}$, and $\mathrm{d}_{22+}$ decrease in the following order of the substituents $\mathrm{X}: ~ \mathrm{Nsp}^{3}(4), \mathrm{Osp}^{3}(2)$, $\operatorname{Nsp}^{2}(3), \operatorname{Ssp}^{3}(2), \mathrm{Nsp}^{3}(3)$, and C.

With the exception of the S atom, the order of the substituent effect agrees well with the concept of electronegativity. According to Huheey's group electronegativity concept, ${ }^{34}$ the tetravalent $\mathrm{sp}^{3}$-hybridized nitrogen is the most electronegative group among $\mathrm{X}\left(3.65\right.$ for $-\mathrm{NH}_{3}{ }^{+}$on the Huheey scale), followed by $\operatorname{Osp}^{3}(2)$ (3.51 for -OH ), $\mathrm{Nsp}^{3}(3)$ (2.61 for $-\mathrm{NH}_{2}$ ), $\mathrm{Ssp}^{3}(2)(2.32$ for -SH$)$, and


Figure 4. Correlation between the monopole population, $P_{\text {val }}$, and selected $P_{I m}$ in $\mathrm{X}-\mathrm{Csp}^{3}-\mathrm{R}_{3}$ carbon atom types, where X stands for $\mathrm{C}, \mathrm{Nsp}^{2}(3), \mathrm{Nsp}^{3}(3), \mathrm{Nsp}^{3}(4), \mathrm{Osp}^{3}(2)$, or $\mathrm{Ssp}^{3}(2)$ (as defined in Table 3) and R stands for C or H . The local coordinate system for C402, C403, C405, C409, C415, C421, C433, C434, and C439 is rotated to coincide with that of other $\mathrm{X}-\mathrm{Csp}^{3}-\mathrm{R}_{3}$ carbon atom types such as C 411 .
$\mathrm{Csp}^{3}(4)\left(2.27\right.$ for $\left.-\mathrm{CH}_{3}\right)$. It is not surprising, then, that $\mathrm{Nsp}^{3}(4)$ generates the biggest positive charge on carbon (i.e., the smallest values of $P_{\text {val }}$ among carbon types with the same number of hydrogens). The number of data points for the sulfur atom is less than those for the other atoms included in the databank, so a discussion of this exception appears premature.

The influences of hydrogen and $\mathrm{Csp}^{3}$ carbon on the aspherical deformation density of the central carbon atom are very comparable, leading to mirror plane symmetry relating H and $\mathrm{Csp}^{3}$ with each other in the chiral $\mathrm{Csp}^{3}$ atoms C414, C420, C426, and C438, as evident from the groupaveraged values of the $P_{l m}$ coefficients (Table S2, Supporting Information).

The difference between $\mathrm{sp}^{3}$ and $\mathrm{sp}^{2}$ of the nearest neighboring carbon appears to have only a minor influence on the central carbon atom. For example, the C405 atom type was originally divided into two subgroups, with two $\mathrm{Csp}^{3}$ atoms as first neighbors ( mm 2 local symmetry) and with $\mathrm{Csp}^{2}$ and $\mathrm{Csp}^{3}$ atoms as neighbors ( $m$ symmetry). However, after appropriate coordinate system rotation, the two subtypes became statistically indistinguishable.

There are currently 12 aromatic carbon atom types in the databank. Their deformation density parameters are given in Table S3 (Supporting Information), and deformation density maps are presented in Figure 7. The atoms are close to neutral and vary from $+0.11(6)(\mathrm{C} 363)$ to $-0.15(4)(\mathrm{C} 360)$ electron units. In the first 10 atom types, representing atoms participating only in a single ring, the multipoles $\mathrm{d}_{33+}, \mathrm{d}_{20}$, and $d_{11+}$ are dominant. They describe respectively the deformation density along the three bonds, the $\pi$ density above and below the ring, and the difference between the density in the exocyclic and cyclic bonds.

Nonaromatic $\mathrm{sp}^{2}$ carbon atoms are represented by five different types in the current version of the databank. They are described in Table S4 (Supporting Information); the graphical representation of the deformation densities is shown


Figure 5. Deformation densities of the $\mathrm{sp}^{3}$ carbon atom types. Left: In the plane of two neighboring atoms, orientation as in Table 2, contour levels at 0.05 e/ $\AA^{3}$. Right: 3D representation, contour levels at $\pm 0.2$ and $\pm 0.3 e / \AA^{3}$. Positive contours, blue; negative contours, red; zero contour, black. Color codes for atoms: C, dark gray; H, white; N, green; O, red; S, yellow.


Figure 6. Correlation between $\mathrm{P}_{11+}$ and $\mathrm{P}_{20}$ (triangles) or $\mathrm{P}_{22+}$ (circles) of $\mathrm{X}-\mathrm{Csp}^{3}-\mathrm{R}_{3}$ carbon atom types, where X stands for C (black), $\mathrm{Nsp}^{2}(3)$ (blue), $\mathrm{Nsp}^{3}(3)$ (light blue), $\mathrm{Nsp}^{3}(4)$ (dark blue), $\operatorname{Osp}^{3}(2)$ (red), or $\operatorname{Ssp}^{3}(2)$ (orange) atom types (as defined in Table 3) and $R$ stands for $C$ or $H$. The local coordinate system for C402, C4035, C405, C409, C415, C421, C433, C434, and C439 is rotated to coincide with that of other $\mathrm{X}-\mathrm{Csp}^{3}-\mathrm{R}_{3}$ carbon atom types such as C 411 .
in Figure 8. Four of the types describe carbonyl carbon in, respectively, carboxylate anions, carboxylic acids, esters, and amides. The last type represents carbon atoms in the
guanidine group. To distinguish between carboxylic acid and ester type C atoms, the atom type definition includes second neighbors to preserve uniqueness leading to atom types C302 and C303 (Table 2).
Nitrogen Atoms. On the basis of the deformation density, the 10 nitrogen atom types stored in the databank can be divided into two groups: those dominated by lone pair electrons (N301, N302, N303, and N201) and those which do not carry a lone electron pair (N402, N405, N307, N309, N310, and N311; Table S5 of the Supporting Information, Figure 9). The former have large positive deformation densities in the lone pair region and very small positive deformation densities in the bond directions. Additionally, trivalent $\mathrm{sp}^{3}$-hybridized nitrogens have relatively large electron deficiencies between bond regions and, in the case of aromatic divalent nitrogen (N201), below and above the aromatic ring plane.

Characteristic features for planar trivalent nitrogen atom types (N307, N309, and N310) are charge excess lobes above and below the plane, extending toward the neighboring Csp ${ }^{2}$ atom.

Deformation densities for tetravalent nitrogen types are similar to those for tetravalent carbons connected only to C or H atoms. The only difference is that the nitrogen charge is more negative $[-0.10(4)$ and $-0.19(8) e$ for N402 and N405 respectively], causing the electron-charge-accumulating lobes to be more pronounced.


Figure 7. Deformation densities of the aromatic $\mathrm{sp}^{2}$ carbon atom types. Left: In the plane of two neighboring atoms, orientation as in Table 2, contour levels at 0.05 e/A ${ }^{3}$. Right: $3 D$ representation, contour levels at $\pm 0.2$ and $\pm 0.3$ e/Å . Positive contours, blue; negative contours, red; zero contour, black. Color codes for atoms: C, dark gray; H, white; N, green; CI, white.


Figure 8. Deformation densities of the nonaromatic $\mathrm{sp}^{2}$ carbon atom types. Left: In the plane of two neighboring atoms, orientation as in Table 2, contour levels at $0.05 e / \AA^{3}$. Right: 3D representation, contour levels at $\pm 0.2$ and $\pm 0.3$ $e / \AA^{3}$. Positive contours, blue; negative contours, red; zero contour, black. Color codes for atoms: C, dark gray; H, white; N , green; O, red.

The aromatic trivalent nitrogen type, N311, differs from aromatic carbons by not having electron deficiency lobes above and below the plane ( $\mathrm{d}_{20}$ is not populated).


Figure 9. Deformation densities of the nitrogen atom types. Left: In the plane of two neighboring atoms, orientation as in Table 2, contour levels at 0.05 e/ $\AA^{3}$. Right: 3D representation, contour levels at $\pm 0.2$ and $\pm 0.3 \mathrm{e} / \mathrm{A}^{3}$. Positive contours, blue; negative contours, red; zero contour, black. Color codes for atoms: C, dark gray; H, white; N, green.

Oxygen Atoms. The deformation densities for all nine oxygen atom types stored in the databank are dominated by the lone pair electron region (Table S6 of the Supporting Information, Figure 10). For monovalent oxygens, two lone pairs are clearly visible; in divalent ones, the lone pairs do not split in two disjunctive regions. The electron deficiency lobe is always oriented perpendicular to the lone pair plane and embraces the bond region. There is no excess density in the bonds originating from the oxygen atoms. All oxygen types bear negative charges ranging from $-0.11(3) e$ for carbonyl oxygen in esters to $-0.31(3) e$ for carboxylate oxygens.

Sulfur Atoms. There are only three sulfur types in the databank at the moment (Table S7 of the Supporting Information, Figure 11). The deformation of density around them is considerably less pronounced than that for oxygens. Still, the lone pair region dominates, but the concentration of electrons is much smaller, and additionally, there is an electron concentration in the bonding regions. Like oxygens, all sulfur types are negative, in the range from $-0.26(2)$ to -0.40 (3).

Chlorine Atoms. Currently, only one type of chlorine atom is stored in the databank, corresponding to Cl connected to aromatic rings. The deformation density has mm 2 symmetry, see Cl01 in Table S7 of the Supporting Information and Figure 11. Moreover, with a coordinate system with the $z$ axis pointing to the carbon, only one multipole component, the quadrupole $22+$ with population $-0.013(2)$, violates cylindrical symmetry and flattens the density toward the


Figure 10. Deformation densities of the oxygen atom types. Left: In the plane of two neighboring atoms, orientation as in Table 2, contour levels at 0.05 e/A ${ }^{3}$. Right: 3D representation, contour levels at $\pm 0.2$ and $\pm 0.3$ e/ $\AA^{3}$. Positive contours, blue; negative contours, red; zero contour, black. Color codes for atoms: C, dark gray; H, white; N, green; O, red.


Figure 11. Deformation densities of the sulfur and chlorine atom types. Left: In the plane of two neighboring atoms, orientation as in Table 2, contour levels at 0.05 e/ $/ \AA^{3}$. Right: $3 D$ representation, contour levels at $\pm 0.2$ and $\pm 0.3$ e/ $\mathrm{A}^{3}$. Positive contours, blue; negative contours, red; zero contour, black. Color codes for atoms: C, dark gray; H, white; S, yellow; CI, white.
aromatic plane. The population of the monopole is 7.24(3), indicating the Cl to be negative.

Hydrogen Atoms. The databank contains 11 hydrogen types. In the case of hydrogens connected to $\mathrm{sp}^{3}$-hybridized carbons and oxygens, the definition of atom type has to be extended beyond the first neighbor type defined in Table 3. As a result, hydrogens connected to tetravalent carbons are divided into three groups on the basis of the total number of hydrogens attached to the carbon, whereas hydrogens connected to oxygens are split into those in alcohols (H109), carboxylic acids (H110), and phenols (H111). As discussed above, all deformation density parameters for hydrogens
correlate with the monopole populations (Figure 3, Table S8 of the Supporting Information).

## Application

In a first macromolecular application, the databank is applied to the $0.7-\AA$-resolution crystal structure of the second PDZ domain (PDZ2) from the scaffolding protein syntenin ${ }^{35}$ and subsequently to all PDZ2 - peptide complex structures available in the Protein Data Bank (PDB). ${ }^{36,10,11}$

PDZ domains are the most ubiquitous protein - protein interaction domains. ${ }^{37,38}$ They are structurally conserved modules of about 90 amino acids in length and with a distinct fold of six $\beta$ strands and two $\alpha$ helices. ${ }^{39,40}$ Their function is achieved by binding of the C terminus of the target protein as an antiparallel $\beta$ strand in a highly conserved hydrophobic groove between the $\beta 2$ sheet and $\alpha 2$ helix. The side chains of the $\mathrm{P}_{0}$ and $\mathrm{P}_{-2}$ ligand residues point into the groove and account for the specificity ( $\mathrm{P}_{0}$ and $\mathrm{P}_{-n}$ denote the C -terminal residue of the bound ligand and the $n$th upstream amino acid residue, respectively). The PDZ binding motifs have been divided into three major classes: type I with the consensus sequence $-(\mathrm{S} / \mathrm{T}) \mathrm{X} \Phi$, type II with $-\Phi X \Phi$, and type III with $-(\mathrm{D} / \mathrm{E}) X \Phi$, where X is any amino acid, $\Phi$ is a residue with hydrophobic side chains, and S/T is either serine or threonine and $\mathrm{D} / \mathrm{E}$ is either aspartic or glutamic acid, respectively. ${ }^{38}$

However, it has been pointed out that this simple classification is unable to explain the increasing number of PDZmediated interactions that do not conform to this canonical type of recognition. ${ }^{11}$ Some PDZ domains are able to bind with internal, rather than C-terminal, peptide sequences. Others recognize noncanonical sequences or more than one class of ligands. The syntenin PDZ2 domain, for example, demonstrates degenerate specificity. It was shown to bind template peptides modeling IL5R $\alpha$ (SVF, class I), syndecan4, neurexin, and ephrin B (FYA, YYV, and YKV, respectively, all class II) protein ligands (see Table 4 for nomenclature). Additionally, it has been established that interactions of syntenin with proteins are often mediated cooperatively by both of its PDZ domains.

Preparation of the Structures. The high-resolution structure of the syntenin's PDZ2 domain (PDB code: 1R6J, called 1R6J in the following), including hydrogen atom coordinates, was kindly provided by Prof. Z. S. Derewenda. For disordered parts of the protein, only major conformers were taken into account. The missing hydrogen of the thiol group of Cys 239 was generated by the program Reduce ${ }^{41}$ from the MolProbity Web service. ${ }^{42}$ Two tautomers of His208 were tested with the proton at ND1 (original position) and at NE2. The latter, proposed by Reduce, was chosen for further calculations.

Structures of the PDZ2 domains in the complexes with peptides were taken from the protein data bank (PDB codes: 1OBX, 1OBY, 1OBZ, 1YBO, 1W9O, 1W9E, 1W9Q, and 1V1T). The Reduce program was used to add hydrogen atoms to the protein-peptide complexes by optimization of the hydrogen-bond network. All histidines were treated as singly protonated. The side chains of the Arg, Lys, Asp, and Glu residues were assigned as ionized by the program. Only major conformers of side chains were taken into account in

Table 4. Electrostatic Energy $[\mathrm{kJ} / \mathrm{mol}]$ of Interaction between the Syntenin PDZ2 Domain and Truncated Peptides ${ }^{a}$

|  |  | $\mathrm{P}_{-3}$ | $\mathrm{P}_{-2}$ | $\mathrm{P}_{-1}$ | $\mathrm{P}_{0}$ | total ES |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{gathered} \text { Class I } \\ \text { X(S/T)X } \boldsymbol{\Phi}^{b} \\ \text { DSVF } \end{gathered}$ |  |  |  |
| 10BX: A | single domain | -172(-24) | -37(-32) | 4(13) | -249(-235) | -454(-278) |
| 10BZ: A | tandem | -168(-64) | -45(-32) | -1(8) | -266(-233) | -480(-321) |
|  |  |  | Class II ХФХФ EFYA |  |  |  |
| 10BY: A | single domain | -199(-48) | -106(-94) | 27(11) | -193(-194) | -471(-325) |
| B | single domain | -206(-50) | -113(-101) | 5(8) | -197(-201) | -512(-344) |
| 1YBO: A | tandem | -169(-60) | -121(-107) | 0(-10) | -170(-171) | -460(-348) |
| B | tandem | -178(-20) | -87(-69) | -12(10) | -188(-185) | -464(-264) |
|  |  |  | EYYV |  |  |  |
| 1W90: A | tandem | -163(-47) | -85(-56) | -25(10) | -138(-138) | -411(-231) |
| B | tandem | -213(-65) | -125(-100) | 5(11) | -143(-86) | -476(-240) |
|  |  |  | EYKV |  |  |  |
| 1V1T: A | tandem | -163(-49) | -100(-81) | 20(12) | -176(-180) | -419(-298) |
| B | tandem | -173(-50) | -134(-103) | -15(3) | -181(-191) | -502(-341) |
|  |  |  | EFYF |  |  |  |
| 1W9E: A | tandem | -180(-49) | -104(-94) | -5(1) | -247(-204) | -536(-346) |
| B | tandem | -199(-60) | -169(-159) | -20(-5) | -237(-218) | -626(-442) |
| 1W9Q: A | tandem | -193(-56) | $\begin{gathered} \text { EFAF } \\ -120(-107) \end{gathered}$ | 16(17) | -283(-246) | -580(-392) |

[^30]the calculations. All protein chains were truncated to 73-residue-long fragments starting from Thr196 and finishing with the Thr268 residue, because the N and C termini of the PDZ2 domain are not in the vicinity of the peptide-binding groove. The N and C termini of the protein chains were capped with the neutral acetyl and methylamino blocking groups, respectively. All peptides were truncated to Cterminus four-residue fragments, as the residues upstream from $\mathrm{P}_{-3}$ are solvent-exposed and not involved in the protein-peptide interaction. The C termini of peptides were deprotonated. Ideally, the $\mathrm{NH}_{2}$-terminal group of $\mathrm{P}_{-3}$ residues should be capped with the neutral acetyl group. However, the lack of coordinates for the $\mathrm{P}_{-4}$ residue in some structures did not allow construction of the capping groups. Therefore, the neutral form of the peptide N termini was used to avoid introducing artificial positive charges, which would have biased the calculation.

In all cases, ions and water molecules were omitted in the calculations. The type and position of the ions vary among the structures considered, which prevents a direct analysis of their relevance for the electrostatic interactions. The variability among the ions in the structures results most likely from crystallization conditions and does not reflect the native structure of the syntenin PDZ2 domain. Only a few water molecules have similar positions from one structure to another, but none of them is present in all structures. The position of the water molecules suggests that their contribution to the binding of the ligand is minor.

## Results

Charge Density Reconstruction. Less than 1 min on an AthlonMP $1800+$ CPU is required by LSDB to assign atom types to more than 1000 protein atoms. The CPU-time scales approximately linearly with the number of atoms. The sum of the valence populations obtained with the databank differs by only $0.08 \%$ from the target value, with 2.6 and 2.4 electrons missing for the assembly of 1100-1200-atom 1R6J and truncated PDZ domains, respectively. This demonstrates the excellent self-consistency of the databank. To ensure the electroneutrality, the monopole populations of the pseudoatoms were scaled a posteriori, using the Faerman and Price ${ }^{43}$ scaling algorithm implemented in LSDB. ${ }^{1}$ The deformation densities shown in Figure 12 illustrate that all bonding and electron pair features are very well reconstructed.

Electrostatic Potentials. Electrostatic potentials for uncomplexed PDZ2 domains are computed from the charge density distributions according to the method of Su and Coppens ${ }^{44}$ available in the XDPROP module of the XD package. An example of the electrostatic potential +0.05 and $-0.05 e / \AA$ isosurfaces and the electrostatic potential mapped on the $0.01 e$ isodensity surface (for $1 \mathrm{~W} 9 \mathrm{E}: \mathrm{B}$ ) is shown in Figure 13. All PDZ2 domains exhibit the strong polarization evident in Figure 13a. The binding groove starts on the border between negative and positive potentials and extends into the positive potential region. The electrostatic potentials of the PDZ2 domain and the peptide (both calculated for the nonbonded molecules) mapped on the molecular surface reveals as expected that the PDZ2-peptide complex is


Figure 12. Deformation densities in the syntenin PDZ2 domain in the plane of (a) the peptide bond between Gly210 and Phe211 and (b) the imidazole ring of His208 with ND1 nitrogen protonated. Contour levels at 0.05 e/ ${ }^{3}$; positive contours, blue; negative contours, red; and zero contour, black.


Figure 13. Electrostatic properties of the uncomplexed syntenin PDZ2 domain exemplified by the 1W9E:B structure. (a) Electrostatic potential of the PDZ2 domain calculated from the databank-generated charge density; isosurfaces: blue +0.05 $e / A ̊$, red -0.05 e/Å. Electrostatic potential [e/Å] of the PDZ2 domain (b) and peptide (c) mapped on the $0.01 e$ isodensity surface. Orientation of the protein as in Figure 16a; the peptide is rotated by $180^{\circ}$. The peptide molecule in the ball-and-stick model is presented only to illustrate the binding site and was not included in the electrostatic potential calculations.
formed between surfaces whose electrostatic potentials are complementary (Figure 13b and c).

Electrostatic Interactions. Electrostatic interactions are evaluated with the exact potential/multipole moment (EPMM) method of Volkov et al. ${ }^{2,45}$ implemented in the XDPROP module of the XD package. The EPMM method combines numerical evaluation of the exact Coulomb integral for the short-range interactions between atoms within a certain limiting distance (here, taken as $4.5 \AA$ ) with the Buckinghamtype multipole approximation for the long-range interatomic interactions between atoms for which no charge density
overlap occurs. The computational effort of the calculation of the interaction between distant atoms within the Buckingham approximation is negligible when compared to the numerical evaluation, the latter scales linearly with the number of the short-range interactions. It takes 78 s to process 100 interactions on an AthlonMP 1800+ CPU.
PDZ2 Dimer. In the 1R6J structure, the peptide binding groove is occupied by the C-terminal tails of the neighboring molecule, mimicking the recognition of the peptide ligand. The PDZ2 dimer serves as an example of protein-protein interactions. Application of the EPMM/databank method to
the 1R6J structure gives a value of $-526 \mathrm{~kJ} / \mathrm{mol}(-388 \mathrm{~kJ} /$ mol for the HisD tautomer) for the electrostatic energy of interaction between the PDZ2 domain and its symmetryrelated ligand-mimicking counterpart. For comparison, the MMFF94 force field ${ }^{46}$ implemented in Sybyl $7.1^{47}$ gives a value of $-742 \mathrm{~kJ} / \mathrm{mol}$ for the electrostatic interaction ( -345 $\mathrm{kJ} / \mathrm{mol}$ for the HisD tautomer).

The $138 \mathrm{~kJ} / \mathrm{mol}$ difference between the electrostatic interaction energies of the PDZ2 dimer with different tautomeric forms of His208 originates almost entirely from the difference in the His208-Glu235 interaction, which is $+97 \mathrm{~kJ} / \mathrm{mol}$ for the D tautomer and $-33 \mathrm{~kJ} / \mathrm{mol}$ for the E tautomer. The NE2 nitrogen from the imidazole ring of His 208 is only $2.64 \AA$ from the OE2 oxygen from the sidechain carboxylic group of Glu 235 of the ligand-mimicking molecule. Such a close distance can only be explained by formation of a NE2-HE2 $\cdots$ OE2 hydrogen bond, which is clearly supported by the above results. Therefore, the PDZ2 domain with His208 protonated at NE2 was chosen for further calculations.

The individual electrostatic contributions of each residue of the receptor molecule interacting with the whole ligandmimicking molecule in the PDZ2 complex are presented in Figure $14 a-c$. Only a small number of receptor protein residues have large contributions to the binding energy, both attractive and repulsive. Among them are Lys203, Asp204, Thr206, His208, Val209, Gly210, Phe211, and Lys214 from the $\beta 2$ strand and the preceding conserved glycinerich loop. Additionally, isolated strongly attractive and repulsive electrostatic interactions with the ligand-mimicking molecule are observed for the charged residues (Lys223 and Asp224, Lys250, Asp251, and Arg229). Three PDZ domain fingerprint residues, Val209, Gly210, and Phe211, interact electrostatically with the ligand protein, mainly through main-chain atoms (Figure 14b). The remaining interactions are with side chains of the interacting residues (Figure 14c).

Comparison of the individual residue-residue electrostatic interactions reveals that the larger absolute values are observed for interactions between charged residues (in the range from 162 to $-126 \mathrm{~kJ} / \mathrm{mol}$, on average $\pm 26 \mathrm{~kJ} / \mathrm{mol}$ ). However, interactions between these almost cancel each other, resulting in only a $-86 \mathrm{~kJ} / \mathrm{mol}$ contribution to the total electrostatic interaction energy.

PDZ2-Peptide Complexes. PDZ2 domains complexed with short peptides are an excellent example of proteinligand interactions. We analyzed all eight PDB-available structures of syntenin domains interacting with short peptides. Six of these structures (1OBY, 1YBO, 1W90, 1W9E, 1W9Q, and 1V1T) represent tandems of PDZ1 and PDZ2 domains. The remaining two (1OBX and 1OBY) consist solely of the PDZ2 domain. Only the PDZ2 domains were analyzed in this study; the PDZ1 domains were removed from the tandem structures. The structures of complexes superimposed on each other are shown in Figure 15a. The class II peptides (EFYA, EYYV, EYKV, EFYF, and EFAF) interact with the PDZ2 domain as the canonical model predicts, see Figure 15b. The DSVF (class I) peptides are not fully inserted in the binding groove.
(a)

(b)

(c)


Figure 14. Electrostatic contributions ( $\mathrm{kJ} / \mathrm{mol}$ ) of individual amino acid residues of the PDZ2 domain in the 1R6J structure interacting with the symmetry-related domain, mimicking the native ligand/PDZ2 interaction (a) all interactions, (b) mainchain/PDZ2 interactions, and (c) side-chain/PDZ2 interactions.

For the PDZ2 domains, the electrostatic energy of interaction between the protein and the truncated peptide is found to range from -411 to $-626 \mathrm{~kJ} / \mathrm{mol}$ (Table 4).

Several of the peptides contain Phe as $\mathrm{P}_{0}$. It is the strongest interacting residue out of all of the residues examined, with the electrostatic interaction energy averaged over all occurrences equal to $256(18) \mathrm{kJ} / \mathrm{mol}$. The main-chain atoms of $\mathrm{P}_{0}$ (Phe) are the major contributors to the interaction energy, whereas $11 \%(29 \mathrm{~kJ} / \mathrm{mol})$ is provided by side-chain atoms. When $\mathrm{P}_{0}$ is Ala or Val, the interaction energies are lower by about $80 \mathrm{~kJ} / \mathrm{mol}$. With the exception of the $1 \mathrm{~W} 9 \mathrm{O}: \mathrm{B}$ structure, no significant contributions of the side-chain atoms of Ala or Val are observed. Interestingly, the extra interaction energy of Phe is almost equally distributed between the sidechain and main-chain atoms, suggesting that the side-chain phenyl ring enforces a better fit of the main chain. The results


Figure 15. Structural details of the syntenin PDZ2 domain complexes. (a) Superposition of PDZ2 domains interacting with class I (blue; 1OBY and 1OBZ) or class II peptides (yellow; 1OBY, 1YBO, 1W90, 1VLT, 1W9E, 1W9Q). (d) The canonical hydrogen bonds formed between the protein (left) and the peptide (right) in the syntenin PDZ2/peptide complex.
indicate stronger binding for phenylalanine than for alanine, as noted by Grembecka et al., ${ }^{12}$ but are not in agreement with the experimental dissociation constants for the interaction of the TNEFYA (with alanine at $\mathrm{P}_{0}$ ) and TNEFYF (with phenylalanine at $\mathrm{P}_{0}$ ) hexapeptides with $\mathrm{PDZ2}$ in tandem, which are 0.16 (1) and 0.79 (3) mM , respectively. ${ }^{10}$ Grembecka et al. attributed this discrepancy to an energetically unfavorable rearrangement of the PDZ2 domain to accommodate the large phenyl group, which is reflected in the dissociation constants but not in the interaction energies.

It is interesting that residues $\mathrm{P}_{-1}$ do not contribute to electrostatic binding energy [av $0(15) \mathrm{kJ} / \mathrm{mol}]$. Studies have shown that this residue is not conserved among the C termini of ligand proteins that interact with PDZ domains and is considered unspecific. However, this does not explain the fact that the replacement of $\operatorname{Tyr}(\mathrm{Y})$ at the $\mathrm{P}_{-1}$ position by Lys ( K ) is observed to decrease the binding. Dissociation constants for interaction of the TNEYYV and TNEYKV hexapeptides with PDZ2 in tandem have been found to be equal to $0.10(1)$ and $1.15(9) \mathrm{mM}$, respectively. ${ }^{10}$

The $\mathrm{P}_{-2}$ residue of the ligand is the major cause of PDZ specificity. The Ser $\mathrm{P}_{-2}$ residue common to class I peptides interacts much weaker with the protein [av $-41(6) \mathrm{kJ} / \mathrm{mol}]$ than the aromatic $\mathrm{P}_{-2}$ residues [Phe and Tyr, av $-115(24)$ $\mathrm{kJ} / \mathrm{mol}$ ] of class II peptides. There is no clear difference in interaction strength between Phe and Tyr at the $\mathrm{P}_{-2}$ position.

It is noteworthy that the $\mathrm{P}_{-3}$ residues [negatively charged Asp (D) or Glu (E)] significantly strengthen the electrostatic interaction [av - 183(17) kJ/mol], even though they do not have short contacts with the protein and are solvent-exposed. The interactions are mainly maintained by side-chain atoms, while the main chains contribute only in $27 \%$ ( $-49 \mathrm{~kJ} / \mathrm{mol}$ in average).

Although the interaction energies of the individual residues vary, there is no substantial difference between the electrostatic energies of class I and class II peptides interacting with the syntenin PDZ2 domain. This result is in agreement with fluorometric dissociation constants for the interactions of

IL5R $\alpha$ - and syndecan-derived dansylated peptides with PDZ2 in tandem, which are very similar [1.9(3) and 2.3(5) $\mu \mathrm{M}$ for EDSVF and NEFYA, respectively]. ${ }^{48}$ Although the interaction strength of the $\mathrm{P}_{-2}$ residue is indeed weaker for class I peptides, this loss of interaction energy is compensated by stronger binding of the $\mathrm{P}_{0}$ and $\mathrm{P}_{-3}$ residues.

There is no difference between the interaction energies of the short peptides with PDZ2 domains from single-domain protein fragments and those from tandem protein fragments from which PDZ1 has been removed (see single domains vs tandems, Table 4).

A more detailed analysis of the individual atom-atom interactions gives information on the types of electrostatic interactions which contribute most to peptide binding by the syntenin PDZ2 domain. Major contributions come from hydrogen bonds between main-chain atoms of the Val209Phe211 fragment and main-chain atoms of $\mathrm{P}_{0}$ peptide residues (including the $\mathrm{COO}^{-}$-terminal group; Table 5). The two strongest electrostatic interactions are Val $209 \mathrm{H} \cdots \mathrm{OXT}$ $\mathrm{P}_{0}$ and Gly $210 \mathrm{H} \cdots \mathrm{O} \mathrm{P}_{0}$ hydrogen bonds, which average $-53(10)$ and $-49(6) \mathrm{kJ} / \mathrm{mol}$, respectively. Hydrogen bonds between Phe213 and $\mathrm{P}_{-2}$ also contribute to the binding. Equally important are charge-charge interactions between side chains of Lys214 and the $\mathrm{P}_{-3}$ residue $[-80(18) \mathrm{kJ} / \mathrm{mol}$ on average], though they are less numerous than the hydrogen bonds.

## Conclusions

A comprehensive version of the theoretical databank of transferable aspherical pseudoatoms has been developed and applied for the first time to protein-ligand interaction energies. The databank consists of all atom types encountered in natural amino acid residues and a number of other biologically relevant molecules. Each atom type results from averaging over a family of chemically unique pseudoatoms, taking into account both first and second neighbors. A new atom type is spawned when one of the parameters for a subgroup of the family deviates more than one standard

Table 5. Most Important Atom-Atom Contributions $[\mathrm{kJ} / \mathrm{mol}]$ to the Total Electrostatic Interaction Energies for the Syntenin PDZ2 Domain Complexed with Truncated Peptides

| interacting atoms | $\begin{gathered} 10 B X: \\ \text { AB } \end{gathered}$ | $\begin{gathered} \text { 1OBZ: } \\ \mathrm{APa}^{2} \end{gathered}$ | $\begin{gathered} \text { 1OBY: } \\ \text { AB } \end{gathered}$ | 1OBY: BQ | $\begin{gathered} 1 \mathrm{YBO}: \\ \text { AC } \end{gathered}$ | $\begin{gathered} 1 \mathrm{YBO}: \\ \mathrm{BD}^{a} \end{gathered}$ | $\begin{gathered} \text { 1W9O: } \\ \text { AT } \end{gathered}$ | 1W90: BS | $\begin{aligned} & \text { 1VLT: } \\ & \text { AT } \end{aligned}$ | 1VTL: BS | 1W9E: AT | 1W9E: BS | 1W9Q: BS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| In H Bonds ${ }^{\text {b }}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Val209 H...OXT Po | -60 | -57 | -58 | -52 | -41 | -35 | -40 | -45 | -63 | -52 | -55 | -56 | -72 |
| Val209 H...O Po | -16 | -18 | -17 | -17 | -16 | -17 | -16 | -19 | -15 | -15 | -15 | -17 | -18 |
| Gly210 H...OXT Po | -16 | -16 | -16 | -17 | -16 | -15 | -16 | -16 | -19 | -18 | -17 | -17 | -19 |
| Gly210 H...O Po | -63 | -51 | -51 | -52 | -40 | -52 | -42 | -46 | -45 | -46 | -49 | -48 | -53 |
| Phe211 H $\cdots$ O Po | -37 | -38 | -32 | -32 | -33 | -29 | -28 | -27 | -24 | -28 | -33 | -35 | -30 |
| Phe211 O $\cdots \mathrm{HP}_{0}$ | -31 | -37 | -38 | -38 | -42 | -70 | -31 | -18 | -36 | -37 | -46 | -38 | -69 |
| Phe213 H...O P-2 | -8 | -8 | -30 | -33 | -30 | -33 | -22 | -29 | -27 | -32 | -36 | -79 | -38 |
| Phe213 O $\cdots \mathrm{H}_{\text {-2 }}$ | -4 | -2 | -32 | -30 | -34 | -16 | -19 | -36 | -25 | -34 | -25 | -34 | -37 |
| In Ionic Interactions |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lys214 $\mathrm{NH}_{3}{ }^{+} \ldots{ }^{-}$OOCC $\mathrm{P}_{-3}$ | -109 | -86 | -105 | -102 | -54 | -87 | -62 | -86 | -62 | -72 | -65 | -70 | -77 |

${ }^{a}$ OXT and O oxygens of $\mathrm{P}_{0}$ residue are interchanged compared to labeling scheme in original PDB file. ${ }^{b}$ Only interactions between hydrogen and acceptor atoms are taken into account because interactions with other atoms are very weak, $0(1) \mathrm{kJ} / \mathrm{mol}$ on average.
deviation of the sample from the average of the remaining atoms. The algorithm for atom-type definition ensures that close transferability is obeyed.

The pseudoatoms as derived with the Hansen-Coppens formalism from theoretical wave functions show several regularities. The monopole-derived net atomic charge correlates strongly with the expansion-contraction parameter $\kappa$ and somewhat less with $\kappa^{\prime}$, as found before. ${ }^{26,27}$ In general, the atomic charges reflect the group-electronegativity concept as defined by Huheey. However, hydrogen pseudoatoms, for which the division of the charge in the bonding regions is particularly difficult, behave differently. Their populations significantly affect charges on the neighboring atoms. The charge of the atoms linked to hydrogens becomes more and more positive as the number of bonded hydrogen atoms increases, while the H -atom charge shifts toward negative values. The deformation density of atoms possessing lone pairs is dominated by the lone pair electrons, while the bonding regions contribute very little.

Application of the databank to the syntenin PDZ2 domain complexes allows a detailed analysis of the electrostatic interaction energies. The results stress the importance of the $\mathrm{P}_{0}$ and $\mathrm{P}_{-2}$ residues of the peptide in establishing the interaction, whereas the $\mathrm{P}_{-1}$ residue is shown to play a much smaller role. Unexpectedly, the charged $\mathrm{P}_{-3}$ residue contributes significantly also.

Class I and class II peptides are bound with the same strength by the syntenin PDZ2 domain. Although the electrostatic interaction energy of the $\mathrm{P}_{-2}$ residue is smaller for class I peptides, this loss is compensated by stronger binding of the $\mathrm{P}_{0}$ and $\mathrm{P}_{-3}$ residues.

In agreement with previous conclusions, ${ }^{10}$ our results confirm that there is no difference between the interaction energies of short peptides with PDZ2 domains from singledomain protein fragments and those from PDZ1-PDZ2 tandem protein fragments. The experimentally observed cooperation of PDZ1 and PDZ2 domains upon binding the target protein has to be attributed to interactions in other regions of the complexes.

Although the electrostatic energy is the dominant component in the hydrogen-bonded systems studied, other contributions such as dispersion, exchange-repulsion, and
induction terms must be considered. We are developing a set of symmetry-adapted perturbation-theory-based pairwise atom-atom potentials which will be applied in a subsequent study. Entropic effects, such as solvation and configurational changes in solution, must also be taken into account in a comprehensive treatment.
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#### Abstract

This paper presents a computational analysis of the noise associated with the ion current in single open ion channels. The study is performed by means of a coupled molecular dynamics/Monte Carlo approach able to simulate the conduction process on the basis of all microscopic information today available from protein structural data and atomistic simulations. The case of potassium ions permeating the KcsA channel is considered in the numerical calculations. The results show a noise spectrum different from what is theoretically predicted for Poisson noise, confirmed by the existence of a correlation in ion-exit events.


## Introduction

Rather than merely a bothersome phenomenon, noise in biological systems is a useful property. ${ }^{1}$ Before the patchclamp technique was developed, current noise across biological membranes provided the first experimental evidence for the existence of ion-conducting pores with discrete conductance levels. Single-channel recording techniques are nowadays widely accessible, and open-channel noise can be measured with a standard experimental setup. However, noise analysis to study the kinetics of ions permeating a membrane channel is at present still a difficult task, because it is actually not possible to detect the individual shot events using the patch-clamp technique. The associated noise is so much faster than the time resolution of typical amplifiers used that it would not contribute much variance to the signal at the experimental filter settings; ${ }^{2}$ however, it is possible to measure the increase in the white noise level when the channel opens. ${ }^{3,4}$

From the computational side, the availability of X-ray crystallographic structures with atomic resolution ${ }^{5}$ provided

[^31]the necessary input to molecular dynamics (MD) analyses. ${ }^{6}$ MD provides atomistic information about the system and confirms that the permeation process takes place as a singlefile concerted motion of ions. MD, however, is unable to provide directly the electrical properties of ionic flux due to the long time scale involved in the physiological permeation process. In the literature, a coupled MD-Brownian dynamics method has already been proposed ${ }^{7}$ to simulate conduction properties of potassium ions inside KcsA which reproduces the experimental data only at low applied voltages (also referred to in the following as "low-bias range"). From the computational point of view, in a Brownian dynamics trajectory, only few events resulting in the hopping of ions can be observed, and such translocations normally occur a few times per nanosecond: most of the simulation time is spent for intrasite thermal motion. Alternatively, the analysis of conduction properties through an analytical solution of a kinetic model has recently been reported. ${ }^{8}$
The aim of this work is to study the conduction and noise properties of potassium ions in the KcsA channels by means of a coupled molecular dynamics/Monte Carlo (MD/MC) simulation that yields both the current and its noise for a single channel under open-gate conditions and overcomes the numerical problems discussed above. The MC approach presented in this paper provides a numerical solution of the
kinetic equation and allows the exploration of a more detailed and accurate microscopic model. Furthermore, the simulation can be "biased" in order to enhance the sampling of rare events.

As in the methods available in the literature, a multi-ion model based on the existence of ion binding sites inside the protein and at the protein boundaries is the starting point of the framework. The MD/MC procedure can be summarized in the following steps:

1. Select relevant states for the channel's binding-site occupation during the permeation process, and classify them into categories on the basis of translocation homology.
2. Run atomistic classical MD simulations without any applied external electric field, and obtain free-energy profiles for the previously identified transitions.
3. Determine rates for transitions between minima on the basis of a kinetic model. The same rate is associated with all of the transitions belonging to the same category, but differences may exist within the same category, depending on the direction of the flux.
4. Alter transition rates through the introduction of the effect of the external electric field assuming stepwise potential drops.
5. Perform MC simulations with the obtained rates to get the ion current as a numerical solution to this kinetic model.
6. Analyze ion-current fluctuations using tools from the noise analysis.

Partial results obtained from the MD/MC simulation of the ion permeation process include evaluations of the relevant energy barriers along given transition paths on the freeenergy profile (end of step 2), current-voltage characteristics comparable with experiments ${ }^{9}$ (end of step 5), and noise power spectra for different transmembrane potentials (end of step 6).

The analysis of open-channel current fluctuations confirms that the motions of the ions in the selectivity filter are strongly correlated, and a quantitative estimate of the degree of correlation between consecutive ion exits from the channel can be evaluated.

## Theoretical Basis

(a) Conduction Model. It has been established from structural ${ }^{5,10}$ and computational ${ }^{11}$ analyses that the KcsA channel exhibits six stable binding sites, usually referred to as $S_{0}$ through $S_{4}$ and $S_{\text {cav }}$, in which, alternatively, potassium ions and water molecules reside. Furthermore, because of the strong electrostatic repulsion between ions inside the filter, ion hopping inside the channel takes place as a synchronous concerted motion of many ions, each ion moving from one site to an adjacent one. A free-energy barrier exists between two given ion occupancy configurations. These barriers range from few $k_{\mathrm{B}} T$ 's to many tens of $k_{\mathrm{B}} T$ 's ( $k_{\mathrm{B}}$ is the Boltzmann constant and $T$ the temperature in Kelvin), which suggests that only a restricted set of transitions actually determines the conduction properties of the channel.

The identification of the relevant configurations must account for a number of constraints imposed by what we know today from the atomic knowledge of the channel
protein. The configurations used in the simulation of the permeation process presented in this paper have been selected taking into account the following constraints: ${ }^{7}$ (a) singlefile ion motion; (b) transitions involving configurations where ions moving inside the selectivity filter are allowed only through concerted motion; (c) fewer than two ions in the selectivity filter (sites $S_{1}-S_{4}$ ) are not accepted to prevent an unstable conformation of the selectivity filter itself.

As previously reported, ${ }^{7}$ for an ion flux toward the extracellular environment, conduction is driven by the motion of ions from the cavity to site $S_{4}$ and, subsequently, by the concerted motion of ions in $S_{3}$ and $S_{1}$ into sites $S_{2}$ and $S_{0}$. In the following, we describe with greater detail the translocation path of a single ion from the intracellular reservoir to the extracellular environment (and vice versa).

The four-step cycles

$$
\begin{aligned}
&\left(S_{1}, S_{3}, S_{\text {cav }}\right) \leftrightarrow\left(S_{0}, S_{2}, S_{4}\right) \leftrightarrow\left(S_{2}, S_{4}\right) \leftrightarrow\left(S_{1}, S_{3}\right) \leftrightarrow \\
&\left(S_{1}, S_{3}, S_{\text {cav }}\right) \text { or } \\
&\left(S_{1}, S_{3}, S_{\text {cav }}\right) \leftrightarrow\left(S_{0}, S_{2}, S_{4}\right) \leftrightarrow\left(S_{2}, S_{4}\right) \leftrightarrow\left(S_{2}, S_{4}, S_{\text {cav }}\right) \leftrightarrow \\
&\left(S_{1}, S_{3}, S_{\text {cav }}\right)
\end{aligned}
$$

are composed of a three-ion concerted motion [later indicated with the label ( t )], a two-ion concerted motion [label (d)], an entry/exit in the cavity site $S_{\text {cav }}$ [label (c)], and an exit/ entry in the outer mouth site $S_{0}$ [label (m)], as already adopted. ${ }^{8}$ Generally speaking, all of the possible transitions resulting from the reported rules can be classified into the aforementioned four groups, on the basis of how many ions simultaneously move, the occupation of the cavity site, or the outer mouth site. We also point out that the three-ion motion described above does not conflict with the translocation picture reported in the literature. ${ }^{7}$ As a matter of fact, once the potassium ion in the cavity enters site $S_{4}$, previously filled with a water molecule, it forces this latter to the intermediate position between sites $S_{3}$ and $S_{4} \cdot{ }^{12}$ Because of both steric constraints and electrical repulsion between adjacent potassium ions, this configuration immediately either turns back into its original one or evolves to $\left(S_{0}, S_{2}, S_{4}\right)$. The lifetime of the intermediate state is so short that this state may be ignored in the simulation for conduction purposes.

All of the transition rates can, in principle, be obtained, in the absence of an external field, by MD simulations as averages over many occurrences of the same pathway in the configuration space. In practice, each transition event requires MD simulation times too long to be spontaneously observed, and techniques designed in order to map specific regions of the free-energy profile (typically, umbrella sampling, ${ }^{13}$ steered MD, ${ }^{14,15}$ and metadynamics ${ }^{16}$ ) must be applied to circumvent this difficulty. The accuracy of the abovementioned numerical estimates is dependent on the choice of the selected force field and reaction coordinates, and the numerical techniques used to speed up computational convergence. A comparison among results obtained from the three techniques on a test case based on an internal ion translocation within the KcsA protein is discussed elsewhere. ${ }^{17}$ The probability per unit time $k_{\mathrm{A} \rightarrow \mathrm{B}}$ to undergo a transition from channel configuration A to configuration B is then calculated using the transition-state theory:

$$
\begin{equation*}
k_{\mathrm{A} \rightarrow \mathrm{~B}}=A \exp \left(-\beta \epsilon_{\mathrm{b}}\right) \tag{1}
\end{equation*}
$$

The prefactor $A$ may be expressed by ${ }^{18} A=\beta\left(M \omega_{1} \omega_{2} D /\right.$ $2 \pi$ ), where $D$ is the ion diffusion coefficient inside the channel, $\epsilon_{\mathrm{b}}$ is the free-energy barrier separating the two states, $M$ is the ion mass, $\omega_{1}$ and $\omega_{2}$ represent the parabolicapproximation parameters around the maximum and minimum of the energy profile as functions of the appropriate reaction coordinate, and $\beta=1 / k_{\mathrm{B}} T$.

Equation 1, above, has been derived for a generic onedimensional reaction coordinate. The representation of a multidimensional free-energy landscape, as the present case, strictly depends on the particular choice of the reaction coordinates, so that around minima and maxima paraboloids can be obtained with a different curvature for each chosen coordinate. Thus, the approximating frequencies depend on the curvilinear coordinate following the considered transition pathway and may vary from one representation to another. The order of magnitude of the parameters used in our simulations has been determined by a parabolic approximation of the maxima and minima in the one-dimensional freeenergy profile as functions of the curvilinear coordinate; their final values have been fine-tuned applying detailed balance, so that in equilibrium conditions a net zero current results at zero bias.

The resulting transition rates used to generate the permeation paths in the MC procedure range from $1.08 \times 10^{8} \mathrm{~s}^{-1}$ to $9.93 \times 10^{8} \mathrm{~s}^{-1}$ and have been determined for a symmetric concentration of 100 mM of potassium ions in the reservoirs. A different concentration may affect both prefactors and barriers.
(b) Noise Analysis. Our noise analysis is restricted to the contribution coming from the electric current fluctuations generated by single-file diffusion through the very narrow channel in its open configuration. These current fluctuations are expected to arise from the discrete nature of current flow (ions move in discrete steps across the membrane) yielding "shot noise" analogous to what is observed in electronic devices. Additional sources of noise are associated with fluctuations of the energy barriers due to both thermal structural fluctuations of the protein and fluctuations on the protein structure coming from the interaction between the protein and the lipid bilayer. A third source of noise is associated with the gating process of the channel. The characteristic time scales of the three fluctuations listed above are different: nanoseconds for shot noise, picoseconds to nanoseconds for protein structural fluctuations (as MD simulations suggest), and milliseconds for fluctuations due to gating. ${ }^{9}$

Noise spectra in the frequency domain of the last two processes above have been experimentally obtained and studied in the past. ${ }^{3,19}$ The contribution to the total noise spectrum coming from shot noise associated with ion flow is still difficult to measure. It can be observed in the lowfrequency range as an increase in the "white" noise background when the channel opens. In the high-frequency range, the main limit comes from the noise associated with electrodes and electronics. A theoretical analysis of ion current fluctuations in these nanometric biological conductors
on the nanosecond time scale is feasible only through the implementation of advanced atomistic approaches. This is actually the focus of our calculations. To this purpose, we assume that the channel is permanently in the open configuration. Furthermore, we will not consider the fluctuations in excess coming from internal motions of the channel protein. Theoretical calculations of current-noise spectra during single-file transport have been performed in the past by means of the analytical solution of macroscopic timedependent single-file transport equations, based on a number of limiting hypotheses concerning the number of binding sites and ions inside the channel. ${ }^{20}$ These calculations suggest that the presence of interactions between the ions in the channel can produce damped oscillations in the autocorrelation function of the microscopic current fluctuations. The availability of protein structural information and atomistic simulators allows us to calculate these noise properties on the basis of a more sound and general physical scheme and, in the future, to compare computational results with experimental results, now achievable with modern noise equipment. The autocorrelation function $C(\tau)$ of the current fluctuations $\delta I(t)$ can be numerically computed from the MC simulation assuming a stationary process. The spectral density of the current $S_{I}(\omega)$ is then obtained either by Fourier transforming $C(\tau)$ or by directly averaging the squared Fourier transform of the current fluctuations.

The classical theory of shot noise ${ }^{21}$ assumes that charge transport occurs by means of instantaneous processes and that the charge movements are totally uncorrelated in time. A parameter defined as the noise-to-signal ratio for a random variable $n$, which could be estimated from a time window that, on average, contains several random events, is the Fano factor $F:{ }^{22}$

$$
\begin{equation*}
F=\frac{\sigma^{2}(n)}{\langle n\rangle} \tag{2}
\end{equation*}
$$

where $\sigma^{2}(n)$ is the variance associated with the random variable and $\langle n\rangle$ is its mean value, both evaluated within the time step $\Delta t$. For the case here investigated, $n$ is the number of ions crossing the channel mouth in the time interval $\Delta t$. Considering that ions flow across the channel in both directions, it holds that

$$
\begin{equation*}
n=n^{+}-n^{-} \tag{3a}
\end{equation*}
$$

where $n^{+}$and $n^{-}$refer to the number of ions moving in the two opposite directions, and

$$
\begin{align*}
& \sigma^{2}(n)=\sigma^{2}\left(n^{+}-n^{-}\right)=\sigma^{2}\left(n^{+}\right)+\sigma^{2}\left(n^{-}\right)- \\
& 2 \operatorname{cov}\left(n^{+}, n^{-}\right) \tag{3b}
\end{align*}
$$

$\operatorname{cov}\left(n^{+}, n^{-}\right)$being the covariance of the two fluxes. By means of eqs 3 a and 3 b , eq 2 can be rewritten as

$$
\begin{equation*}
F=\frac{\sigma^{2}\left(n^{+}\right)+\sigma^{2}\left(n^{-}\right)-2 \operatorname{cov}\left(n^{+}, n^{-}\right)}{\left\langle n^{+}\right\rangle-\left\langle n^{-}\right\rangle} \tag{4}
\end{equation*}
$$

When the total current is determined by the sum of two independent, totally uncorrelated, opposite currents, the covariance term appearing in eq $3 b$ vanishes and eq 4 reads

$$
\begin{equation*}
F^{*}=\frac{\sigma^{2}\left(n^{+}\right)+\sigma^{2}\left(n^{-}\right)}{\left\langle n^{+}\right\rangle-\left\langle n^{-}\right\rangle}=\frac{\left\langle n^{+}\right\rangle+\left\langle n^{-}\right\rangle}{\left\langle n^{+}\right\rangle-\left\langle n^{-}\right\rangle} \tag{5}
\end{equation*}
$$

Thus, the comparison between $F$ and $F^{*}$ gives information about the degree of correlation in the charge motion. Furthermore, it can be easily proved that

$$
\begin{equation*}
\lim _{\Delta t \rightarrow \infty} \frac{1}{\Delta t}\left\langle\delta Q_{t}^{2}\right\rangle=\frac{1}{2} S_{I}(0) \tag{6}
\end{equation*}
$$

where $Q_{t}$ is the estimator of the total charge flowing across the channel mouth in the time interval $\Delta t$ and $S_{I}(0)$ is the current noise power spectrum at zero frequency. We observe that $I=Q_{t} / \Delta t$ and $Q_{t}=n(t) q, q$ being the charge of the moving particle and $I$ being the current. Combining eq 2 with eq 6 , one can obtain the well-known expression for the Fano factor: ${ }^{21}$

$$
\begin{equation*}
F=\frac{S_{I}(0)}{2 q\langle I\rangle} \tag{7}
\end{equation*}
$$

## Methods

The simulated system is built by embedding the KcsA structure from Streptomices lividans solved at $2.0 \AA$ (PDB code 1K4C) in a water-octane-water bilayer. ${ }^{11}$ The crystallographic structure has been obtained when the channel is in its closed state; we suppose here that the open-state structure does not modify significantly the selectivity filter region, which is under investigation in this study. For an analogous reason-a small influence of the membrane on the energy profile in the selectivity filter-we mimic the membrane environment with a simple octane slab and not with more sophisticated lipids in order to minimize the computational effort.

The system is thus composed of 420 amino acids, 500 octane molecules, 8802 water molecules (including crystallographic waters), 8 potassium ions, and 24 chlorine ions to ensure an electroneutral environment, for a total of 34434 atoms.

The free-energy profiles have been determined via MD simulations using the GROMACS 3.3 package with the default GROMACS (or modified GROMOS87) force field ${ }^{23,24}$ in the NVT ensemble. Even though this force field is somewhat obsolete, it always proved to be satisfactory in correctly keeping the position of the binding sites after the equilibration time and was adopted because of this evidence. Several previous simulations with AMBER6 did not satisfy this preliminary test. Periodic boundary conditions have been applied to the simulation box $(69 \times 69 \times 97 \AA)$, and electrostatic interactions have been calculated with the particle mesh Ewald method. ${ }^{25}$ The temperature has been kept constant with the Nosé-Hoover thermostat with a time constant of 5 fs ; the Parrinello-Rahman barostat is used to control the pressure. Time steps of 1 fs have been applied.

The X-ray crystallographic structure has initially been fully equilibrated for 1.2 ns , in which the first 200 ps have been spent to increase the temperature from 100 to 300 K . Umbrella sampling free-energy calculations have been performed by applying a biasing harmonic potential (force constant used: $8368 \mathrm{~kJ} / \mathrm{mol} \mathrm{nm}^{2}$ ) to one of the ions involved


Figure 1. Free-energy profile as a function of the center of mass coordinate of the two top ions for transition ( $S_{2}, S_{4}, S_{\text {cav }}$ ) $\rightarrow\left(S_{1}, S_{3}, S_{\text {cav }}\right)$. The energy barrier is approximately $3.5 k_{B} T$ for the forward transition and $6.5 \mathrm{k}_{\mathrm{B}} T$ for the reverse transition.
in the conduction process. Because of the physical constraint of concerted motion inside the selectivity filter, this choice proved to be effective to induce the complete concerted translocation of all of the ions involved. The biasing potential was moved in steps of a half angstrom along the channel axis for a total of 18 space windows per trajectory. Each simulation lasted 500 ps , the first 300 ps being discarded as equilibration time in the presence of the added potential. The WHAM algorithm ${ }^{26}$ was finally used to determine the freeenergy profile.

An example of an equilibrium multi-ion free-energy profile is reported in Figure 1. The 1D curve represents the free energy as a function of the center of mass coordinate of the ions initially in the 2 and 4 binding sites for the transition $\left(S_{2}, S_{4}, S_{\text {cav }}\right) \leftrightarrow\left(S_{1}, S_{3}, S_{\text {cav }}\right)$. The energy barrier obtained for this transition is approximately $3.5 k_{\mathrm{B}} T$ for forward motion and $6.5 k_{\mathrm{B}} T$ for backward motion, which is consistent with what is reported in the literature ${ }^{7}$ for two-ion concerted motion. Similar MD calculations have been performed to estimate the energy barriers affecting each class of translocations. Rates involving entries to or exits from the cavity site $S_{\text {cav }}$ have been inferred from corresponding rates affecting analogous events in site $S_{0}$, because under open-gate conditions the cavity is directly linked to the "inner bath", as the outer mouth can freely communicate with its corresponding "outer bath".

Finally, a few words must be spent on the 1D umbrella sampling, which may appear to be an oversimplified method to evaluate the free-energy profiles. In the past, calculations were performed using the positions of two or three ions in the selectivity filter as reaction coordinates: ${ }^{6,7}$ such calculations however are very demanding in terms of CPU time. From the analysis of the results available in the literature, one may note that in every single step of the conduction cycle only one coordinate varies significantly, the others being close to their initial values. This evidence suggests the possibility of implementing a 1D sampling of the freeenergy profile. On the other hand, a good estimate of the ionic current and of the error affecting the energy barriers is of great importance for the appropriate evaluation of the free-


Figure 2. Configurations considered in the model and transitions among them. The sketch on the left is intended to show the six binding sites. Open circles stand for water molecules, solid circles for potassium ions. The dashed lines represent a transition with four ions involved that seldom happens. (m) stands for an ion entry/exit into/from the outer mouth $S_{0}$, (c) for an exit/entry from/into the cavity site $S_{\text {cav }}$, (d) for the two-ion concerted motion, and (t) for the three-ion concerted motion. The set of transition rates at zero bias used in the MC simulations is the following: $\left(S_{1}, S_{3}\right) \rightarrow\left(S_{2}, S_{4}\right)$ and $\left(S_{1}, S_{3}, S_{\text {cav }}\right) \rightarrow\left(S_{2}, S_{4}, S_{\text {cav }}\right): 1.08 \times 10^{8} \mathrm{~s}^{-1} ;\left(S_{2}, S_{4}\right) \rightarrow\left(S_{1}, S_{3}\right)$ and $\left(S_{2}, S_{4}, S_{\text {cav }}\right) \rightarrow\left(S_{1}, S_{3}, S_{\text {cav }}\right): 2.14 \times 10^{8} \mathrm{~s}^{-1} ;\left(S_{1}, S_{3}\right) \rightarrow$ $\left(S_{1}, S_{3}, S_{\text {cav }}\right), \quad\left(S_{2}, S_{4}\right) \rightarrow\left(S_{2}, S_{4}, S_{\text {cav }}\right), \quad$ and $\left(S_{0}, S_{2}, S_{4}\right) \rightarrow$ $\left(S_{0}, S_{2}, S_{4}, S_{\text {cav }}\right): 9.93 \times 10^{8} \mathrm{~s}^{-1} ;\left(S_{1}, S_{3}, S_{\text {cav }}\right) \rightarrow\left(S_{1}, S_{3}\right)$, $\left(S_{2}, S_{4}, S_{\text {cav }}\right) \rightarrow\left(S_{2}, S_{4}\right)$, and $\left(S_{0}, S_{2}, S_{4}, S_{\text {cav }}\right) \rightarrow\left(S_{0}, S_{2}, S_{4}\right): 2.07$ $\times 10^{8} \mathrm{~s}^{-1} ;\left(S_{2}, S_{4}\right) \rightarrow\left(S_{0}, S_{2}, S_{4}\right)$ and $\left(S_{2}, S_{4}, S_{\text {cav }}\right) \rightarrow$ $\left(S_{0}, S_{2}, S_{4}, S_{\text {cav }}\right): 2.58 \times 10^{8} \mathrm{~s}^{-1} ;\left(S_{0}, S_{2}, S_{4}\right) \rightarrow\left(S_{2}, S_{4}\right)$ and $\left(S_{0}, S_{2}, S_{4}, S_{\text {cav }}\right) \rightarrow\left(S_{2}, S_{4}, S_{\text {cav }}\right): 1.73 \times 10^{8} \mathrm{~s}^{-1} ;\left(S_{0}, S_{2}, S_{4}\right) \rightarrow$ $\left(S_{1}, S_{3}, S_{\text {cav }}\right): 8.61 \times 10^{8} \mathrm{~s}^{-1} ;\left(S_{1}, S_{3}, S_{\text {cav }}\right) \rightarrow\left(S_{0}, S_{2}, S_{4}\right): 1.35$ $\times 10^{8} \mathrm{~s}^{-1}$.
energy profile. More results can be found in the literature ${ }^{17}$ and in a further work in preparation.

The conduction process is simulated by generating a sequence of transitions between different channel configurations through a Monte Carlo code. The available configurations and their transition rates at zero bias are reported in Figure 2.

The ion current has been evaluated as the net flux of incoming and outgoing charges at a channel boundary in a defined time interval $\Delta t$.

Power spectra have finally been calculated by Fourier transforming the current fluctuations $\delta I(t)$ and averaging results over 1000 independent sequences of 10000 time steps.

To extract $I(V)$ characteristics starting from an atomistic approach, one must first deal with the problem of the effect of the external electric field on the transition rates. This has been done with the following constraint: after a complete cycle, the system (protein + ions inside) changes its total energy by an amount equal to $q V$, where $V$ is the external
applied potential and $q$ is the electronic charge that crossed the channel during the cycle.

Equation 1 now reads
$k_{\mathrm{A} \rightarrow \mathrm{B}}^{\prime}=A \exp \left[-\beta\left(\epsilon_{\mathrm{b}}-q \alpha_{\mathrm{b}} V\right)\right]=k_{\mathrm{A} \rightarrow \mathrm{B}} \exp \left(\beta q \alpha_{\mathrm{b}} V\right)$
to take into account the effect of the applied potential. Parameters $\alpha_{b}$ represent the fractions of the total potential applied to the transitions considered and will be further discussed in this section; the subscript $b$ is a label classifying the kind of the considered transition.

The energetics of ion conduction in the presence of an electric field, to our knowledge, have not been deeply developed with a full self-consistent procedure so far. Even if technically possible, ${ }^{27,28}$ the presence of charged ions in the aqueous solution and the periodic boundary conditions make it difficult to implement an explicit electric field in the MD simulations. To overcome this problem, we choose to perform all of the MD simulations and the evaluation of the corresponding free-energy profiles without any external electric field. Only after calculating the transition rates at zero applied bias, we did consider the effect of the electric field by introducing a correcting factor, as reported in eq 8. To estimate how much a transition is affected by the applied external electric field, we referred to the milestone work of Bernèche and Roux, ${ }^{7}$ where the potential drop through the channel is calculated by means of a Poisson-Boltzmann scheme. It should be noted that this procedure applies rigorously only for the motion of a single ion at a time, that is, when all of the process can be described using one physical coordinate that also coincides with the reaction coordinate. On the contrary, when a multiplicity of coordinates must be taken into account, the procedure fails, and the potential drop should be further tuned to fit the experimental data, after its first evaluation via MD at zero bias. For the sake of truth, this fitting procedure could be avoided if the chosen coordinates really are the reaction coordinates, but in practice, this situation never comes at hand if dealing with biological systems.

## Results

In our numerical results, we have found that $I(V)$ characteristics are very sensitive to the values assumed by $\alpha_{b}$ 's in eq 8 , which express the fraction of the total applied bias associated with each of the four steps reported in the previous section. Barriers used in our MC calculations range from 2.5 to $5.3 k_{\mathrm{B}} T$; higher values, as sometimes MD simulations provide, lead to current saturation at voltages much higher than those suggested by experiments. Furthermore, the existence of voltage-independent transition rates dominating the ion flow is suggested above 100 mV to account for current leveling-off, which in turn means that a dominating transition exists and somehow influences the conduction process at lower bias values.

We identify this crucial transition in the three-ion concerted motion $\left(S_{1}, S_{3}, S_{\mathrm{cav}}\right) \leftrightarrow\left(S_{0}, S_{2}, S_{4}\right)$ : it exhibits the highest barriers at zero bias, and it determines the order of magnitude of the current. To tune simulated data to experiments, ${ }^{9}$ we have found that most of the energy variation due to the external potential (about $90 \%$ ) is affecting this transition ( $\alpha_{b}$


Figure 3. (a) Experimental and simulated $I(V)$ characteristics for $\mathrm{K}^{+}$ions flowing across the KcsA potassium channel (full squares refer to experiments ${ }^{9}$ ); the two curves refer to MC simulations obtained with a different distribution of the internal potential drop (dashed line mainly on the two-ion concerted motion, solid line mainly on the three-ion concerted motion). (b) Effect of the barrier height of the ( t ) transition on the current. The dashed and dotted lines represent calculations where $1 k_{B} T$ has been added to or subtracted from the original barrier height (solid line), respectively. A symmetric potassium concentration of 100 mM is used in all of the cases investigated. Positive bias is meant for a flux from the intracellular to the extracellular reservoir.
$=0.9$ ), the residual energy being distributed $\frac{1}{3}$ to the transition to and from cavity $S_{\text {cav }}\left(\alpha_{\mathrm{b}}=0.033\right)$ and $\frac{2}{3}$ to the transition from and to the outer mouth $S_{0}\left(\alpha_{\mathrm{b}}=0.067\right)$. The two-ion motion's rate is substantially unaltered. A similar qualitative behavior can be obtained considering the twoion motion as the crucial transition and leaving unaltered the three-ion's one, but results are less satisfactory, giving origin to a worse representation of experimental data (see also Figure 3). This framework appears to be consistent with the one reported in the literature, ${ }^{7}$ where the transmembrane potential drops mainly in the selectivity filter and approximately ${ }^{1 / 10}$ elsewhere. The resulting $I(V)$ characteristics for potassium atoms are reported in Figure 3a together with available experimental results. ${ }^{9}$

To investigate how the results reported in Figure 3a are sensible to the values assumed by the barrier heights, we performed two simulations adding or subtracting $1 k_{\mathrm{B}} T$ to the previously determined height of the ( t$)$ transition, which is supposed to mostly affect the permeation process, keeping


Figure 4. Number of ion exits as a function of the time interval between two successive ion exits from the simulation. Mean time and most frequent time are 14 ns and 7.8 ns at 20 mV , 9.3 ns and 5.3 ns at 100 mV , and 7.4 ns and 4.1 ns at 200 mV , respectively.
the prefactor $A$ in eq 8 fixed. This value is approximately the minimum standard deviation associated with the estimates from MD simulations. Results are show in Figure 3b. It is seen that the three curves in the figure are qualitatively similar and converge to values close to each other at the highest (positive or negative) fields. This is so because the electrostatic energy contribution coming from the external bias gains more importance in the determination of the exponent in eq 8 under the above-mentioned conditions. Moreover, the considered barrier is significantly lowered by the effect of the field, and the barriers associated with other transitions still play an important role, as discussed above. On the contrary, at low and intermediate biases, the difference in the conductance for the three cases is relevant, and the agreement with experiments is lost, especially when the barrier height is increased. It should be observed, however, that the prefactor and the exponent in eq 8 are equally important in the determination of the numerical value of the rate itself.

From the computational point of view, shot noise can be analyzed even at frequencies corresponding to the characteristic microscopic time of single shots, provided that the current sampling time is properly chosen. To estimate this characteristic time for the process under investigation, we have evaluated the number of ion exits as a function of the time interval elapsed since the previous exits. The obtained distribution exhibits a maximum, and the length of its tail depends on the external bias, as shown in Figure 4. For a bias of 100 mV , the peak of the curve is obtained at a time of 5.3 ns , while the average time $\left\langle T_{\text {exit }}\right\rangle$ between two successive ion exits is estimated approximately as 9.3 ns .

Figure 5 shows the power spectrum of current fluctuations normalized to $2 q\langle I\rangle$ as a function of frequency from simulations which use different values of the current sampling time $\Delta t$. It can be noted that the low- and high-frequency ranges are not affected by the choice of $\Delta t$. On the contrary, at frequencies on the order of $1 /\left\langle T_{\text {exit }}\right\rangle$, the shape of the spectrum strongly depends on the choice of $\Delta t$, as it should happen also in experimental measurements, because of the limitations imposed in the frequency range of the Fourier transform.


Figure 5. Power spectrum of the current fluctuations as a function of frequency as obtained from the simulations using different sampling times for the current signal. The dark line is obtained with a sampling time of $\Delta t=10^{-9} \mathrm{~s}$, the half-tone gray line with a sampling time of $\Delta t=10^{-8} \mathrm{~s}$, and the pale gray line with a sampling time of $\Delta t=10^{-10} \mathrm{~s}$. The three results have been obtained at the same bias of 100 mV .


Figure 6. Power spectrum of the current fluctuations as a function of frequency obtained with different values of the external bias, indicated in the figure. All of the results refer to the same potassium concentration of 100 mM .

Examples of calculated noise power spectra as functions of frequency at different external biases are shown in Figure 6.

White noise is found until about $2 \times 10^{7} \mathrm{~Hz}$; at frequencies on the order of $1 /\left\langle T_{\text {exit }}\right\rangle$, an increase of the spectrum is observed, up to the highest considered frequencies, where single charge output is seen.

The asymptotic value of $S_{I}(\omega)$ in the low-frequency range can be exploited to calculate the system conductance $G$ without application of any transmembrane potential by means of the Nyquist formula: ${ }^{29}$

$$
\begin{equation*}
S_{I}(\omega)=4 k_{\mathrm{B}} T \operatorname{Re}[1 / Z(\omega)] \tag{9}
\end{equation*}
$$

where $Z(\omega)$ is the system impedance. In the considered lowfrequency range, the dispersion can be neglected, and $1 / Z(\omega)$ $\cong G$. Equation 9 can be reformulated as follows:

$$
\begin{equation*}
G=S_{I}(0) / 4 k_{\mathrm{B}} T \tag{10}
\end{equation*}
$$



Figure 7. Fano factor as a function of the external bias for the power spectrum shown in Figure 5. The dashed line refers to a process with two totally uncorrelated opposite currents, as from eq 5 (see text).
$S_{I}(0)$ being the limit of $S_{I}(\omega)$ in the low-frequency region. For this purpose, the average value in the range $50-500 \mathrm{kHz}$ was considered (lower frequencies do not introduce significant differences in the evaluation of the average). For the zero-bias condition, we obtain a conductance $G=91 \pm 2$ pS ; the corresponding value that can be inferred from experimental data reported in Figure 3 is 96 pS . The agreement between these two data further confirms the consistency of the calculations.

Finally, in Figure 7 the Fano factor obtained from eq 4 is plotted as a function of the external bias. The same result is obtained from both positive and negative biases, and for this reason, negative biases are not reported in the figure. $F$ rapidly decreases at increasing bias until about 100 mV , where an asymptotic value of 0.73 is reached. To estimate the effect of correlations in the ions' motion on the noise spectrum, we reported in the same figure the Fano factor $F^{*}$ calculated from the MC simulation with eq 5 , assuming that the two opposite currents (with net flux equal to $I$ ) are totally uncorrelated.

The two curves are qualitatively similar, and their ratio ranges from a factor 4 to a factor 5 over the range of the considered biases. The comparison between $F$ and $F^{*}$ allows us to state that the increase of the Fano factor at low biases is mainly because of the numbers of ions' crossings in the two directions tend to become equal, and exits immediately followed by a re-entrance are very frequent. The presence of a significant external bias imposes the dominance of one of the two fluxes over the other. Moreover, the numerical differences between $F$ and $F^{*}$ confirm the existence of a significant correlation in the ions' motion due to the peculiar permeation paths affecting the conduction process.

## Conclusions

A numerical procedure for the evaluation of the conduction and noise associated with ion flow across membrane channels has been presented. The occupancy configurations of the channel, the transition rates between different configurations, and the parameters contained in the transition-rate formula have been evaluated through MD simulations and from a comparison with experimental data. Numerical results obtained from a MC procedure for the case of potassium ions
permeating the KcsA channel provide $I(V)$ characteristics comparable with experimental data, once the drop of the external field is accurately modeled. The current noise power spectrum exhibits a structure suggesting significant correlation between successive ion exits. This computational analysis shows that noise measurements in single open channels, today achievable with modern equipment, can contribute to the comprehension of the permeation mechanisms inside the channel.
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#### Abstract

Expressions for Linear Interaction Energy (LIE) estimators for the binding of ligands to a protein receptor in implicit solvent are derived based on linear response theory and the cumulant expansion expression for the free energy. Using physical arguments, values of the LIE linear response proportionality coefficients are predicted for the explicit and implicit solvent electrostatic and van der Waals terms. Motivated by the fact that the receptor and solution media may respond differently to the introduction of the ligand, a novel form of the LIE regression equation is proposed to model independently the processes of insertion of the ligand in the receptor and in solution. We apply these models to the problem of estimating the binding free energy of two non-nucleoside classes of inhibitors of HIV-1 RT (HEPT and TIBO analogues). We develop novel regression models with greater predictive ability than more standard LIE formulations. The values of the regression coefficients generally conform to linear response predictions, and we use this fact to develop a LIE regression equation with only one adjustable parameter (excluding the intercept parameter) which is superior to the other models we tested and to previous results in terms of predictive accuracy for the HEPT and TIBO compounds individually. The new models indicate that, due to the different effects of induced steric strain of the receptor, an increase of ligand size alone opposes binding for ligands of the HEPT class, whereas it favors binding for ligands of the TIBO class.


## 1. Introduction

The binding free energy of a ligand to a receptor is given by the difference of the free energies of inserting the ligand in the receptor and in solution. In principle the free energy for each process can be calculated exactly for a given force field using the free energy perturbation (FEP) or thermodynamic integration (TI) methods. In practice, however, the complexities involved in setting up suitable mutation paths

[^32]and the long simulation times needed to reach convergence have limited the applicability of FEP and TI methods to the investigation of the variations of the binding free energy for small ligand modifications in the final stages of lead optimization. ${ }^{1}$ Linear Interaction Energy (LIE) models ${ }^{2,3}$ offer attractive approximate alternatives to the full FEP methodology because they require only the computation of average interaction energies at the end points of the mutation.

LIE models can be described as empirical Quantitative Structure-Activity Relationships (QSAR) which employ physically motivated energetic estimators. As opposed to methods that predict the binding free energy on the basis of the structure of the ligand alone, LIE estimators also reflect properties of the ligand-receptor complex. LIE methods are expected to perform better than methods based on the ligand
alone because they are more intimately related to the structure of the complex. One of the most popular LIE formulations employs the following regression expression for the binding free energy $\Delta F_{\mathrm{b}}{ }^{3,4}$

$$
\begin{equation*}
\Delta F_{\mathrm{b}}=\alpha \Delta \bar{V}_{\mathrm{vdw}}+\beta \Delta \bar{V}_{\mathrm{el}}+\gamma \Delta \bar{A}+\delta \tag{1}
\end{equation*}
$$

where $\Delta \bar{V}_{\mathrm{vdw}}, \Delta \bar{V}_{\mathrm{el}}$, and $\Delta \bar{A}$ are differences between quantities measured for the ligand complexed with the receptor and the ligand free in solution. $\bar{V}_{\text {vdw }}$ is the average van der Waals interaction energy between the ligand and its environment (the solvent or the receptor and the surrounding solvent). Similarly, $\bar{V}_{\text {el }}$ is the average electrostatic interaction energy between the ligand and its environment. $\bar{A}$ is the average solvent accessible surface area of the ligand. These quantities are typically obtained from Molecular Dynamics (MD) or Monte Carlo (MC) simulations started from known or modeled conformations of the ligand and the ligand-receptor complex. $\alpha, \beta, \gamma$, and $\delta$ are empirical adjustable parameters whose values are obtained by fitting the model over a training set of ligands of known binding affinity. A trained LIE model can then be used to predict the binding free energy of ligands of unknown affinity provided that the LIE estimators for these ligands can be reliably calculated. Each LIE estimator in eq 1 reflects physical forces that affect binding. $\Delta \bar{V}_{\mathrm{vdw}}$ and $\Delta \bar{V}_{\text {el }}$ measure the balance between the desolvation penalty caused by the loss of ligand-solvent interactions and the gain of ligand-receptor interactions which favor binding, whereas the surface area estimator measures the hydrophobic driving force toward complexation. These LIE estimators do not take into account explicitly thermodynamic forces related to the receptor that affect the binding affinity, such as the desolvation of receptor atoms and reorganization free energy of the receptor for accommodating the ligand. Nevertheless it can be shown (see below) that, under the assumption of linear response, these effects are, in fact, included in the model and are encoded in the values of the LIE regression coefficients.

LIE models have their origin in physical theories of solvation based on the linear response approximation to the free energy, ${ }^{5-7}$ applied to the problem of binding free energy estimation. ${ }^{2,8-11}$ The introduction of the ligand in either the solution or receptor environments can be regarded as a perturbation applied to the system. If the system responds perfectly linearly (as formally defined below) to the perturbation, the free energy of introducing the ligand can be shown to be exactly proportional to the interaction energy between the ligand and its environment. Given that the ligand constitutes a large perturbation to the system, it is unlikely that linear response applies to the entire processes of introducing the ligand in solution and in the receptor. The LIE regression equation (eq 1) assumes instead that linear response applies to the individual processes of introducing hydrophobic, van der Waals, and electrostatic interactions, albeit with different linear response proportionality coefficients. Even so, nonlinearities in practice limit the applicability of LIE models to within a related class of ligands. This is reflected in the fact that in practice LIE relationships are used for estimating relative binding free energies of similar ligands rather than absolute binding free energies.

The accuracy of a LIE model therefore hinges on whether the perturbation corresponding to the mutation of each ligand into another is small enough so that linear response applies to the relative binding free energy. The effect of absolute binding free energies is collectively absorbed by the intercept parameter $\delta$; deviations from linear response are expected to be reflected in the limited range of applicability of a LIE model.

In this paper we investigate a series of outstanding issues with regard to LIE models and their applications to ligand binding in structural biology. The first question is to what extent linear response applies to a given ligand set and the consequences of deviations from linear response in terms of the accuracy of the LIE model. Although in principle addressing this question requires comparing LIE predictions with relative free energies evaluated using the rigorous FEP and TI methods, we take a first step in this direction by comparing the values of the LIE adjustable parameters obtained by fitting training sets of ligand binding data with those expected based on linear response theory. The second question concerns the form of the LIE regression equation. Equation 1 assumes that the response of the solution and receptor environments, as measured by the LIE coefficients $\alpha, \beta$, and $\gamma$, is the same. To our knowledge this assumption is ubiquitous in LIE applications. We develop and validate an alternative formulation in which the processes of insertion of the ligand in the solution and in the receptor are decoupled so that each is allowed to have different linear response proportionality coefficients. Finally, based on linear response techniques we analyze the appropriate form of the LIE estimators when the solvent is treated implicitly. We show that the form for the electrostatic LIE estimator we derive based on linear response theory agrees with the corresponding estimator recently proposed by Carlsson et al. ${ }^{12}$ and differs from the more empirical expression proposed earlier by Zhou et al. ${ }^{4}$ We develop, following the linear response formalism, electrostatic, van der Waals, and cavity implicit solvent estimators that best represent the corresponding LIE estimators in explicit solvent and show that these lead to improved accuracy.

We apply these ideas to ligand-protein complexes that have been studied previously using the LIE method: the binding of the HEPT and TIBO classes of Non-Nucleoside Reverse Transcriptase Inhibitors (NNRTI) to the HIV-1 Reverse Transcriptase (RT) enzyme. ${ }^{13}$ HIV-1 RT is essential for the life cycle of the virus. It converts the single stranded genomic RNA into double stranded DNA which is subsequently integrated into the host chromosome and passed on to all progeny cells. ${ }^{14}$ Computer-aided structure-based drug discovery technologies have made a significant contribution to the development of medicinally active NNRTI anti-AIDS compounds. ${ }^{15-17}$ Three of these compounds, dapivirine, etravirine, and rilpivirine, are currently in clinical trials. The goal is the design of NNRTIs of greater potency and resilience with respect to common drug-resistance mutations. ${ }^{18}$ However the mode of binding of NNRTIs, which includes extensive receptor conformational reorganization and mainly nonspecific hydrophobic ligand-receptor contacts, does not offer obvious chemical modification leads for
binding free energy optimization. In this context, LIE models have been applied to the estimation of the binding affinities of NNRTI inhibitors with encouraging results. ${ }^{19,20}$

The renewed interest of our laboratories in the LIE modeling of HIV-1 RT inhibitors is motivated in part by recent progress in obtaining a crystal structure of HIV-1 RT in complex with an inhibitor of the N -acyl hydrazone class. ${ }^{21}$ The crystal structure identifies a novel non-nucleoside binding site adjacent to but distinct from the NNRTI binding site. The NAH inhibitors targeting this site are expected to suffer from little or no cross-resistance from existing drug resistance mutations, thus providing new options for novel therapeutic strategies in the treatment of AIDS. This crystal structure provides the initial framework for the application of LIE methodologies for lead optimization and the development of a new class of inhibitors of HIV-1 RT. The work presented in this paper on NNRTIs provides the theoretical and computational basis for the application of LIE modeling in implicit solvent for binding free energy estimation of the new NAH class of HIV-1 RT inhibitors which is currently being investigated in our lab.

In the following section we review the theoretical foundations of the LIE method and discuss some of the approximations. We then derive a LIE formalism appropriate for situations where the solvent is modeled implicitly. We propose novel LIE regression equations which emerge naturally from the statistical mechanics derivation. We then apply these regression equations to analyze the binding of a series of 20 HEPT inhibitors and 37 TIBO inhibitors of HIV-1 RT. The models are validated using jack-knife prediction tests. The predictive ability of different forms and parametrizations of the LIE equations are compared. We compare features of the HEPT and TIBO binding modes and the corresponding LIE estimators. We conclude the paper with a discussion of the accuracy and physical interpretation of LIE models.

## 2. Theory and Methods

2.1. Linear Response Approximation. The idea of adopting a linear response approximation expression for binding free energy estimation was first stated by Lee et al., ${ }^{8}$ who suggested the use of a "two-point" Linear Response Approximation (LRA) estimation formula previously derived for electrostatic solvation; ${ }^{6}$ see, for example, discussion in ref 10. This formula was later simplified by Åqvist et al. ${ }^{2}$ who introduced the Linear Interaction Energy (LIE) model which, unlike the more accurate "two-point" LRA formula, ${ }^{22}$ does not require the evaluation of estimators at more than one state of the ligand. The LIE method was used by Åqvist and collaborators to estimate relative binding affinities of endothiapepsin and HIV-protease inhibitors. ${ }^{2,9}$ We review here some basic concepts related to the linear response approximation and derive a linear response expression-eq 12 below-for the LIE proportionality coefficients, which will be used in the following to interpret the values of the LIE fitting coefficients obtained from the analysis of experimental binding affinities.

The insertion of the ligand into either the receptor or the solvent can be thought of as turning on, by means of a
charging parameter $\lambda$, the interactions of the ligand with the surrounding environment (the receptor and/or the solvent). It is convenient to think about these processes in stages. First the ligand cavity is formed, then the van der Waals interactions between the ligand and the environment are turned on, and finally ligand-environment electrostatic interactions are established. At each stage the $\lambda$-dependent potential energy of the system is

$$
\begin{equation*}
U(x ; \lambda)=U_{0}(x)+\lambda V(x) \tag{2}
\end{equation*}
$$

where $V$ represents the ligand-environment interactions which are being added, and $U_{0}$, the reference potential energy, contains receptor-receptor, solvent-solvent, and ligandintramolecular interactions as well as the ligand-environment interactions established in the previous stages. Starting from the expression of the configurational partition function

$$
\begin{equation*}
Z(\lambda)=e^{-\mathrm{F}(\lambda) / k \mathrm{~T}}=\int d x e^{-\lambda \mathrm{V}(\mathrm{x}) / \mathrm{kT}} e^{-\mathrm{U}_{0}(\mathrm{x}) / \mathrm{kT}} \tag{3}
\end{equation*}
$$

it is straightforward to show that the first and second derivatives of the free energy $F(\lambda)=-k T \ln Z(\lambda)$ with respect to $\lambda$ correspond, respectively, to the first and second moments of the probability distribution of $V$ :

$$
\begin{gather*}
\frac{\partial F}{\partial \lambda}=\langle V\rangle_{\lambda}  \tag{4}\\
\frac{\partial^{2} F}{\partial \lambda^{2}}=-\left\langle(\delta V)^{2}\right\rangle_{\lambda} / k T \tag{5}
\end{gather*}
$$

If the second moment is approximately constant along the thermodynamic path from $\lambda=0$ to $\lambda=1$, the third and higher order derivatives of $F$ can be neglected, and it is possible to express $F(\lambda)$ as a Taylor series (known as the cumulant expansion of the free energy) centered at $\lambda=0$ and truncated at the second order

$$
\begin{equation*}
F(\lambda)-F(0)=\langle V\rangle_{0} \lambda-\frac{c}{2} \lambda^{2} \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
c=\left\langle(\delta V)^{2}\right\rangle / k T \tag{7}
\end{equation*}
$$

is assumed constant for $0 \leq \lambda \leq 1$. It is of interest to note that when the fluctuations of the interaction potential $V$ are Gaussian distributed this assumption is verified and eq 6 is exact. ${ }^{6}$ According to eq 6 and under these assumptions, the free energy is quadratic with respect to the charging parameter. This is a manifestation of linear response behavior defined as when the solute-environment average interaction energy $\langle V\rangle_{\lambda}$ is linearly related to the charging parameter. Indeed, using eqs 4 and 5 , and the same assumptions that have lead to eq 6 , we obtain

$$
\begin{equation*}
\langle V\rangle_{\lambda}=\langle V\rangle_{0}-c \lambda \tag{8}
\end{equation*}
$$

which confirms that $\langle V\rangle_{\lambda}$ is linearly related to $\lambda$.
By evaluating eqs 6 and 8 at $\lambda=1$ we obtain the free energy change and average interaction energy for adding solute-environment interactions under the assumption of linear response

$$
\begin{equation*}
\Delta F=F(1)-F(0)=\langle V\rangle_{0}-\frac{c}{2} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle V\rangle_{1}=\langle V\rangle_{0}-c \tag{10}
\end{equation*}
$$

Linear interaction energy models are based on the assumption that $\Delta F$ is proportional to $\langle V\rangle_{1}:{ }^{2}$

$$
\begin{equation*}
\Delta F=\alpha\langle V\rangle_{1} \tag{11}
\end{equation*}
$$

It is therefore of interest to compute, under the assumption of linear response, the proportionality coefficient $\alpha$ given by the ratio of $\Delta F$ to $\langle V\rangle_{1}$. From eqs 9 and 10

$$
\begin{equation*}
\frac{\Delta F}{\langle V\rangle_{1}}=\frac{\langle V\rangle_{0}-c / 2}{\langle V\rangle_{0}-c} \tag{12}
\end{equation*}
$$

The limiting values for this ratio are

$$
\frac{\Delta F}{\langle V\rangle_{1}}=\left[\begin{array}{l}
1 / 2 \text { if }\left|\langle V\rangle_{0}\right| \ll c  \tag{13}\\
1 \text { if }\left|\langle V\rangle_{0}\right| \gg c
\end{array}\right]
$$

Thus, under the assumption of linear response, the limiting values of the ratios between the free energy of adding soluteenvironment interactions and the corresponding average interaction energy are $1 / 2$ and 1 . The free energy change is half the interaction energy when the fluctuation of $V$, measured by $c=\left\langle(\delta V)^{2}\right\rangle / k T$, is much larger than $\langle V\rangle_{0}$, the mean ligand-environment interaction energy calculated within the ensemble of conformations obtained in the absence of ligand-environment interactions. In the opposite limit at which the fluctuations of $V$ are much smaller than $\langle V\rangle_{0}$, eq 12 gives $\Delta F /\langle V\rangle_{1}=1$, that is the free energy change is equal to the average solute-environment interaction energy.

In the following we apply linear response to the problem of binding free energy estimation and use eq 12 and physical arguments to derive values of the linear response coefficients. We will first review the derivation in explicit solvent and then examine the case in which the solvent is treated implicitly.
2.2. LIE Models in Explicit Solvent. 2.2.1. Hydration Free Energy - Explicit Solvent. To successfully apply linear response ideas to the hydration free energy estimation, the process of hydration is described as occurring in stages. First the solute cavity is formed in the solvent, then solute-solvent van der Waals interactions are turned on, and finally solutesolvent electrostatic interactions are established. The process of cavity formation is dominated by excluded volume effects and solvent reorganization and does not conform well to the linear response formalism. When using a hard-sphere cavity interaction potential, the solute-solvent interaction energy is zero when the solute and the solvent do not overlap, and it is infinite when overlaps occur. In this limit the average solute-solvent interaction energy is identically zero because conformations in which solute cavity-solvent overlaps exist do not appear in the ensemble. Computational studies of cavity formation have generally been conducted using a continuous but sharp solute-solvent repulsive interaction potential. ${ }^{23}$ In these cases, however, due to strong nonlin-
earities in the response of the solvent to the introduction of the solute cavity, the cavity hydration free energy is poorly correlated with the average repulsive cavity interaction potential. For cavity hydration free energy estimation a term proportional to the solute surface has been shown in some cases to be a reasonably good estimator for the free energy of cavity formation in water. ${ }^{24,25}$ The proportionality coefficient $\gamma$ between the cavity hydration free energy and the surface area can be interpreted as a surface tension coefficient. Indeed molecular simulations have obtained values of this proportionality coefficient similar to the value of the experimental air-water surface tension coefficient. ${ }^{23,26}$

Assuming linear response for the processes of introducing van der Waals and electrostatic solute-solvent interactions, the free energy change at each stage is proportional to the appropriate solute-solvent interaction energy (the solutesolvent van der Waals interaction energy and the solutesolvent electrostatic interaction energy, respectively) averaged in the state corresponding to the end of each stage (the uncharged solute and the fully interacting solute, respectively). The linear response coefficients are given by eq 12 and are, in general, different for each stage. Finally, making the approximation that all averages (denoted by $\langle\cdots\rangle_{\mathrm{w}}$ ) are calculated when the solute fully interacts with the solvent, a LIE model for the hydration free energy is obtained ${ }^{27}$

$$
\begin{equation*}
\Delta F_{\mathrm{h}} \simeq \alpha\left\langle V_{\mathrm{vdw}}\right\rangle_{\mathrm{w}}+\beta\left\langle V_{\mathrm{el}}\right\rangle_{\mathrm{w}}+\gamma\langle A\rangle_{\mathrm{w}} \tag{14}
\end{equation*}
$$

where $\alpha$ and $\beta$ are the linear response proportionality coefficients for the van der Waals and electrostatic stages of the hydration process, $V_{\text {vdw }}$ and $V_{\text {el }}$ are the solute-solvent van der Waals and electrostatic interaction energies, respectively, $\gamma$ is an empirical surface tension coefficient, and $A$ is the solvent accessible surface area of the solute. As we show below, the form of the cavity hydration term can be justified in terms of linear response when the solvent is modeled implicitly.

Regression equations based on eq 14 have been parametrized against known experimental hydration free energies of small molecules. ${ }^{27}$ However, linear response theory provides a way to estimate some of these parameters from first principles. It has been observed that the charging free energy of ionic and polar solutes in water is approximately proportional to the average solute-solvent electrostatic interaction energy with a linear response proportionality coefficient $\beta$ of $1 / 2$. According to eq 13 this occurs when the solvent reaction field in the absence of solute charges is much smaller than the fluctuations of the solvent reaction field. These conditions have been indeed verified by numerical studies, confirming that in general water behaves as a good linear dielectric medium. ${ }^{6,28,29}$ These observations have constituted the basis for electrostatic linear response free energy models for solutions ${ }^{2,6,7}$ as well as for the success of continuum dielectric models of water. ${ }^{28,30-35}$

It is well-known that the process of adding solute-water van der Waals interactions has different characteristics than the process of adding electrostatic interactions. It has been shown that the free energy change for adding attractive van der Waals interactions can be well approximated by the average solute - water van der Waals interaction energy. ${ }^{23,36,37}$

This implies that in this case $\Delta F /\left\langle V_{\mathrm{vdw}}\right\rangle_{1} \simeq 1$, which, under the assumption of linear response occurs (see eq 13) when the mean solute-solvent attractive van der Waals interaction energy in the absence of solute-solvent van der Waals interactions, is larger than the variance of the same quantity divided by $k T$. This is due to the fact that, although the solvent responds linearly to the solute perturbation, this response is smaller than the attractive van der Waals solvent field that exists at the solute location in the absence of solute-solvent van der Waals interactions. Contrary to dipolar fields in water that tend to cancel each other in the absence of a polarization source, van der Waals interactions are always additive. Based on this analysis we conclude that the $\alpha$ coefficient in the LIE regression equation should assume a value near 1. Explicit solvent simulations have generally confirmed this theoretical prediction. ${ }^{23}$ Carlson and Jorgensen ${ }^{27}$ have instead reported that a value of $\alpha$ significantly smaller than 1 is obtained by fitting the LIE equation to experimental hydration free energies of small molecules. We believe that the small value of $\alpha$ obtained by Carlson and Jorgensen is caused by compensation between the van der Waals and surface area fitting coefficients. The correct relative magnitude of these two coefficients is difficult to pinpoint because they correspond to highly correlated descriptors (the van der Waals solute-solvent interaction energy and the solute surface area). Indeed both the $\alpha$ and $\gamma$ coefficients obtained by Carlson and Jorgensen are smaller than well established theoretical predictions. ${ }^{24,36,38}$ We have reanalyzed the data from Tables 2 and 3 of ref 27. By setting $\alpha=1$ and allowing for a nonzero intercept (to fit relative hydration free energies rather than the absolute ones) we achieved a nearly equivalent fit to the experimental hydration free energies. Specifically, using the Coulombic+van der Waals+solvent-accessible surface area model of Carlson and Jorgensen we reproduce the parameters reported previously, ${ }^{27}$ $\alpha=0.49, \beta=0.42$, and $\gamma=20 \mathrm{cal} / \mathrm{mol} \AA^{2}$, with a crossvalidated correlation of $R_{\text {pred }}{ }^{2}=0.83$, whereas our model with $\alpha$ set to 1 gives $\beta=0.49$ and $\gamma=62 \mathrm{cal} / \mathrm{mol} \AA^{2}$ with $R_{\text {pred }}{ }^{2}=0.81$. The RMSD from the experimental free energies of hydration of the two models are also similar, 0.88 and $0.98 \mathrm{kcal} / \mathrm{mol}$, respectively. Furthermore, the value of $\gamma$ (62 $\mathrm{cal} / \mathrm{mol} \AA^{2}$ ) we obtained from the analysis of the data of Carlson and Jorgensen is closer to the experimental value of the macroscopic vacuum-water surface tension (104 cal/ mol $\left.\AA^{2}\right)^{39}$ and is similar to the value of the microscopic surface tension parameter obtained from explicit solvent estimates of the work of cavity formation in water ( $73 \mathrm{cal} /$ mol $\AA^{2}$ ). ${ }^{23}$ These observations indicate that the simulation data obtained by Carlson and Jorgensen is consistent with the linear response behavior for these solutes.

In conclusion, this analysis shows that eq 14 should provide a good approximation of hydration free energies with the following choice of LIE coefficients: $\alpha \simeq 1, \beta \simeq 1 / 2$, and $\gamma \simeq 73 \mathrm{cal} / \mathrm{mol} \AA^{2}$, the previously reported explicit solvent estimate. ${ }^{23}$
2.2.2. Binding Free Energy Estimation - Explicit Solvent. The binding free energy $\Delta F_{\mathrm{b}}$ of a ligand to a receptor is taken as the difference of the work $\Delta F_{\mathrm{c}}$ of creating the ligand in the receptor and the work $\Delta F_{\mathrm{h}}$ of creating the ligand in
solution. For the process of creating the ligand in the receptor an expression similar to eq 14 has been proposed ${ }^{3,9}$ where the interaction energies include ligand-water interactions as well as ligand-receptor interactions, and $A$ is taken as the solvent accessible surface area of the ligand in the receptor-ligand complex. By taking the difference between the LIE estimates of the insertion free energies in the receptor and in solution and assuming that the same values of the LIE coefficients $\alpha, \beta$, and $\gamma$ are appropriate for both, the following binding free energy LIE model is obtained

$$
\begin{align*}
& \Delta F_{\mathrm{b}}=\Delta F_{\mathrm{c}}-\Delta F_{\mathrm{h}} \simeq \alpha\left(\left\langle V_{\mathrm{vdw}}^{\mathrm{c}}\right\rangle_{\mathrm{c}}-\left\langle V_{\mathrm{vdw}}^{\mathrm{f}}\right\rangle_{\mathrm{w}}\right)+ \\
& \beta\left(\left\langle V_{\mathrm{el}}^{\mathrm{c}}\right\rangle_{\mathrm{c}}-\left\langle V_{\mathrm{el}}^{\mathrm{f}}\right\rangle_{\mathrm{w}}\right)+\gamma\left(\langle A\rangle_{\mathrm{c}}-\langle A\rangle_{\mathrm{w}}\right) \tag{15}
\end{align*}
$$

where $V^{\mathrm{c}}$ represents an interaction energy between the ligand and the environment (receptor and solvent), and $V^{\mathrm{f}}$ is the corresponding ligand-solvent interaction energy in the absence of the receptor (free ligand), $A$ is the solvent accessible surface area of the ligand, $\langle\cdots\rangle_{c}$ represents an ensemble average with the ligand in the receptor pocket, and $\langle\cdots\rangle_{\mathrm{w}}$ represents the corresponding average in solution.

Equation 15 and its variations are widely used in binding free energy prediction applications. ${ }^{40-42}$ In these studies the LIE coefficients $\alpha, \beta$, and $\gamma$ are obtained by fitting eq 15 to known experimental binding free energies. In principle, linear response theory arguments could be applied, as for the case of hydration free energy estimation, to gain insights into the expected values of these coefficients. It is less clear, however, to what extent the receptor/solvent environment can be considered an ideal linear dielectric medium ${ }^{10,43}$ and what value of the proportionality coefficient to use to estimate the electrostatic charging free energy from the ligandenvironment electrostatic interaction energy. The LIE equation eq 15 implicitly assumes that the same electrostatic proportionality coefficient, $\beta$, applies to both the charging process in solution and in the protein receptor. However, contrary to the water environment, many proteins produce strongly anisotropic electrostatic fields. It is therefore reasonable to assume that a non-negligible electrostatic field exists at the binding site even in the absence of ligand charges. Under the assumption of linear response, eq 12 indicates that the presence of a residual average electrostatic potential at the ligand charge sites in the absence of ligand charges (that is $\left\langle V_{\mathrm{el}}\right\rangle_{0} \neq 0$ ) will cause the ratio $\Delta F /\left\langle V_{\mathrm{el}}\right\rangle_{1}$ to deviate from the ideal solution value of $1 / 2$. This analysis predicts that, although assuming $\beta=1 / 2$ is a reasonable first guess, in general it would be advantageous to adopt a LIE regression equation in which the electrostatic estimator is split into a receptor environment component and a solution environment component each multiplied by an independent LIE coefficient. ${ }^{44}$ Similarly, the LIE eq 15 implicitly assumes that the work of cavity formation in the protein receptor can be also estimated by the ligand surface area using a single surface tension coefficient applicable to both the water and receptor environments. However, due to the complex reorganization of the receptor binding pocket induced by ligand binding, the solute surface area is likely a poor descriptor for the free energy of ligand cavity formation in protein receptors. In this work we explore the alternative approach
of modeling the work of inserting the ligand in the receptor independently from the work of inserting the ligand in solution.

Most of the limitations of the LIE regression equation underlined here are mitigated in practice by cancellation of errors. The main goal of LIE studies is to obtain relative binding free energies within a family of related ligands, rather than absolute binding free energies. The overall deviation of estimated absolute binding free energies from the experimental affinities is accounted for by an adjustable intercept parameter that is often added to the LIE regression equation (see eq 15). ${ }^{44}$ This intercept parameter obviously does not affect relative binding free energies estimated from the LIE equation. For example, the differences of cavity formation free energies between ligands of similar shape could be well represented by a surface area descriptor even though the individual absolute values are not. In this context the limits of the LIE regression equation are manifested in the limited range of applicability of a particular parametrization rather than in the accuracy of the LIE parametrization for a particular ligand set. A better understanding of the properties of the LIE equation could therefore lead to improved LIE ligand coverage and to rules that, based on properties of the ligand, associate a particular parametrization to a particular class of ligands.
2.3. The AGBNP Implicit Solvent Model. The Analytical Generalized Born plus Non-Polar (AGBNP) implicit solvent model ${ }^{35}$ is based on an analytical pairwise descreening implementation of the Generalized Born model and a nonpolar hydration free energy model consisting of an estimator for the solute-solvent van der Waals dispersion energy and a surface area term corresponding to the work of cavity formation.

In the Generalized Born (GB) model ${ }^{33}$ the electrostatic component of the hydration free energy is estimated as

$$
\begin{equation*}
G_{\mathrm{el}} \simeq G_{\mathrm{GB}}=-\frac{1}{2}\left(\frac{1}{\epsilon_{\mathrm{in}}}-\frac{1}{\epsilon_{\mathrm{w}}}\right) \sum_{i j} \frac{q_{i} q_{j}}{f_{i j}} \tag{16}
\end{equation*}
$$

where $\epsilon_{\text {in }}$ is the dielectric constant of the interior of the solute, $\epsilon_{\mathrm{w}}$ is the dielectric constant of the solvent (in this work $\epsilon_{\text {in }}$ $=1$ and $\epsilon_{\mathrm{w}}=80$ ), $q_{i}$ and $q_{j}$ are the charges of atom $i$ and $j$, and

$$
\begin{equation*}
f_{i j}=\sqrt{r_{i j}^{2}+B_{i} B_{j} \exp \left(-r_{i j}^{2} / 4 B_{i} B_{j}\right)} \tag{17}
\end{equation*}
$$

where $r_{i j}$ is the distance between atoms $i$ and $j$, and $B_{i}$ and $B_{j}$ are the Born radii of atoms $i$ and $j$ defined below. The summation in eq 16 runs for all atom pairs $(i, j)$ including $i$ $=j$. The diagonal $i=j$ terms can be separated from offdiagonal terms $i \neq j$ yielding the equivalent expression

$$
\begin{equation*}
G_{\mathrm{GB}}=-\frac{1}{2}\left(\frac{1}{\epsilon_{\mathrm{in}}}-\frac{1}{\epsilon_{\mathrm{w}}}\right)\left(\sum_{i} \frac{q_{i}^{2}}{B_{i}}+2 \sum_{i<j} \frac{q_{i} q_{j}}{f_{i j}}\right) \tag{18}
\end{equation*}
$$

The first summation at the right-hand side of eq 18 is the sum of the GB self-energies of the atoms of the molecule, and the second term is the sum of the GB pair-energies. The self-energy of atom $i$ corresponds to the solvation energy of
the solute when only the charge of atom $i$ is nonzero. It measures the energy of atom $i$ in the reaction field due to the polarization of the solvent induced by the partial charge of atom $i$ in the solute cavity. The self-energy is largest for the atoms that are most exposed to the solvent because they are capable of inducing stronger polarization fields. This effect is captured by the GB model in that atoms exposed to the solvent have smaller Born radii, whereas buried atoms tend to have larger Born radii. The pair-energy term corresponds to the dampening of electrostatic interactions in a high dielectric medium due to the screening of the solute charges. The GB equation (eq 18) can be shown to be an exact representation of the electrostatic charging free energy of the solute in a continuum dielectric in the two limiting cases of infinite atomic separation and complete atomic overlap. ${ }^{45}$

The Born radius of atom $i$ is defined as the radius of the monatomic solute with partial charge $q_{i}$ whose continuum dielectric hydration free energy is equal to the self-energy of atom $i$. In the Coulomb field approximation, ${ }^{46,47}$ the Born radius is expressed as an integral centered on the position $\mathbf{r}_{i}$ of atom $i$

$$
\begin{equation*}
\frac{1}{B_{i}}=\frac{1}{R_{i}}-\frac{1}{4 \pi} \int_{\Omega i} d^{3} \mathbf{r} \frac{1}{\left(\mathbf{r}-\mathbf{r}_{i}\right)^{4}} \tag{19}
\end{equation*}
$$

where $\Omega_{i}$ is the bounded region corresponding to the solute volume excluding the atomic sphere corresponding to atom $i$, and $R_{i}$ is the van der Waals radius of atom $i .1 / R_{i}$ is the inverse Born radius of atom $i$ in the absence of all the other solute atoms. The second term on the right-hand side of eq 19 takes into account the displacement of the solvent dielectric due to the other solute atoms. In pairwise solute descreening schemes this term is approximated by a pairwise sum ${ }^{48,49}$ over the volumes of the neighboring atoms, which are traditionally empirically adjusted to account for atomic overlaps. The AGBNP model instead makes use of a parameter-free geometrical algorithm to calculate the volume scaling coefficients used in the pairwise descreening scheme. The same algorithm is also used to calculate atomic surface areas. This feature is particularly advantageous in ligand binding applications when parametrizations of volume scaling coefficients are not available for some chemical groups. It has been shown that AGBNP gives excellent agreement for the GB self-energies and surface areas in comparison to accurate, but much more expensive, numerical evaluations. ${ }^{35}$

The nonpolar model adopted in this work differs from most other implicit hydration free energy models in that the nonpolar component $G_{\mathrm{np}}$ of the hydration free energy is subdivided into cavity and solute-solvent van der Waals interaction terms

$$
\begin{equation*}
G_{\mathrm{np}}=G_{\mathrm{cav}}+G_{\mathrm{vdw}} \tag{20}
\end{equation*}
$$

rather than estimated as a whole using a surface area model. The cavity component is described by a surface area model ${ }^{23-26}$

$$
\begin{equation*}
G_{\mathrm{cav}}=\sum_{i} \gamma_{i} A_{i} \tag{21}
\end{equation*}
$$

where the summation runs over solute atoms, $A_{i}$ is the van der Waals surface area of atom $i$, and $\gamma_{i}$ is the surface tension parameter assigned to atom $i .{ }^{35}$ The solute-solvent van der Waals free energy term is modeled by the expression

$$
\begin{equation*}
G_{\mathrm{vdw}}=\sum_{i} \alpha_{i} \frac{a_{i}}{\left(B_{i}+R_{\mathrm{w}}\right)^{3}} \tag{22}
\end{equation*}
$$

where $\alpha_{i}$ is an adjustable dimensionless atomic parameter on the order of $1,{ }^{35} B_{i}$ is the Born radius of atom $i, R_{\mathrm{w}}=1.4$ $\AA$ is the radius of a water molecule, and

$$
\begin{equation*}
a_{i}=-\frac{16}{3} \pi \rho_{\mathrm{w}} \epsilon_{i \mathrm{w}} \sigma_{i \mathrm{w}}{ }^{6} \tag{23}
\end{equation*}
$$

where $\rho_{\mathrm{w}}=0.033428 \AA^{-3}$ is the number density of water at standard conditions, and $\sigma_{i w}$ and $\epsilon_{i w}$ are the OPLS force field ${ }^{50}$ Lennard-Jones interaction parameters for the interaction of solute atom $i$ with the oxygen atom of the TIP4P water model. ${ }^{51}$ Equation 22 is derived by integrating the attractive component of the ligand-water Lennard-Jones potential over the solvent volume assuming homogeneous solvent density. ${ }^{35}$
2.4. LIE Models with Implicit Solvation. 2.4.1. Hydration Free Energy - Implicit Solvent. If the solvent is described explicitly, the energetic descriptors in eq 14 are evaluated simply by averaging the sum of pair interaction energies between ligand atoms and solvent atoms. It is of interest to derive the expressions for the corresponding estimators when the solvent is treated implicitly. In this case the expression for the canonical configurational partition function of the system includes explicitly only solute degrees of freedom, $r^{\mathrm{N}}$, and the solute-solvent and solvent-solvent potential energies are replaced by the solvent potential of mean force $W\left(r^{\mathrm{N}}\right)^{32,52}$

$$
\begin{equation*}
Z(\lambda)=\int \mathrm{d} r^{\mathrm{N}} \exp \left[-u\left(r^{\mathrm{N}}\right) / k T\right] \exp \left[-\lambda W\left(r^{\mathrm{N}}\right) / k T\right] \tag{24}
\end{equation*}
$$

where $u\left(r^{\mathrm{N}}\right)$ is the intramolecular potential energy of the solute. The original system is replaced by an equivalent reduced system characterized by the effective potential energy function $U_{\text {eff }}=u\left(r^{\mathrm{N}}\right)+W\left(r^{\mathrm{N}}\right)$. In this section we derive expressions for the LIE estimators in implicit solvent that, based on linear response theory, best correspond to their explicit solvent counterparts. The main difference between the explicit and implicit solvent representations is that the latter lacks fluctuations due to solvent motion. We will show that the response of the implicit solvent environment is significantly different from the response of the explicit solvent environment.

In this study we employ a solvent potential of mean force for water of the form ${ }^{35}$

$$
\begin{equation*}
W\left(r^{\mathrm{N}}\right)=G_{\mathrm{el}}+G_{\mathrm{vdw}}+G_{\mathrm{cav}} \tag{25}
\end{equation*}
$$

where, as described in the previous section, $G_{\text {el }}$ is the electrostatic component (modeled in this work using the Generalized Born model), $G_{\mathrm{ydw}}$ corresponds to solutesolvent attractive van der Waals interactions, and $G_{\text {cav }}$ is the work for creating the solute cavity in the solvent estimated using a model based on the solute surface area. The process
of inserting the solute into the solution can be thought of, starting with $W\left(r^{\mathrm{N}}\right)=0$, as first turning on the cavity component $G_{\text {cav }}$, then the van der Waals component $G_{\text {vdw }}$, and finally the electrostatic component $G_{\mathrm{el}}$. This is analogous to the process of turning on explicit solute-solvent interactions described in the previous section. For example the process of adding the electrostatic component $G_{\text {el }}$ after having already added the van der Waals and cavity components ( $G_{\text {vdw }}$ and $G_{\text {cav }}$ ) is described by the $\lambda$-dependent effective potential energy of eq 2 where

$$
\begin{equation*}
U_{0}=u+G_{\mathrm{vdw}}+G_{\mathrm{cav}} \tag{26}
\end{equation*}
$$

is the reference potential, and

$$
\begin{equation*}
V=G_{\mathrm{el}} \tag{27}
\end{equation*}
$$

is the perturbation. It follows that the linear response estimator for the process of adding solute-implicit solvent interactions is $\left\langle G_{\mathrm{el}}\right\rangle_{\mathrm{w}}$, the average of the electrostatic implicit solvent term in the ensemble of solute conformations generated when $G_{\text {el }}$ is turned on.

Assuming linear response, the ratio between the free energy change for this process and the estimator $\left\langle G_{\mathrm{el}}\right\rangle_{\mathrm{w}}$, which determines the expected ideal value for the corresponding LIE coefficient, is given by eq 12. In this case, unlike the corresponding electrostatic explicit solvent Coulombic term, the average of $G_{\mathrm{el}},\left\langle G_{\mathrm{el}}\right\rangle_{0}$, over the ensemble of conformations obtained in absence of $G_{\mathrm{el}}$ in general is not small. Moreover, due to the lack of contributions from solvent motion, the variance, $\left\langle\left(\delta G_{\mathrm{el}}\right)^{2}\right\rangle_{0}$, of $G_{\mathrm{el}}$ is expected to be smaller in relation to the variance of the solute-solvent electrostatic interaction energy in explicit solvent. Equation 12 indicates that, due to both of these effects, the expected value of the electrostatic LIE regression coefficient $\beta$ when the solvent is treated implicitly should be closer to 1 rather than $1 / 2$. This conclusion applies to the cavity and van der Waals implicit solvent estimators as well.

This is best appreciated in the limiting case when the solute is treated rigidly. In this case, because there are no variable degrees of freedom, $\left\langle\left(\delta G_{\mathrm{el}}\right)^{2}\right\rangle_{0}=0$, and the ensemble average of $G_{\text {el }}$ reduces to the value of $G_{\text {el }}$ for the given solute conformation. This is true for any of the solvation energy components (cavity, van der Waals, and electrostatic). Therefore, insofar as the solute can be treated as a rigid molecule and the implicit solvent model gives an accurate estimate of the electrostatic hydration free energy of the solute, we have

$$
\begin{equation*}
\Delta F_{\mathrm{h}} \simeq G_{\mathrm{el}}+G_{\mathrm{vdw}}+G_{\mathrm{cav}} \tag{28}
\end{equation*}
$$

which is the LIE regression equation for the hydration free energy with all of the adjustable coefficients set to 1 . In practice due to solute flexibility and limitations of the implicit solvent model, a LIE regression equation which includes adjustable LIE coefficients fit to experimental hydration free energies

$$
\begin{equation*}
\Delta F_{\mathrm{h}} \simeq \alpha\left\langle G_{\mathrm{vdw}}\right\rangle_{\mathrm{w}}+\beta\left\langle G_{\mathrm{el}}\right\rangle_{\mathrm{w}}+\gamma\left\langle G_{\mathrm{cav}}\right\rangle_{\mathrm{w}} \tag{29}
\end{equation*}
$$

which is equivalent to eq 14 when the free energy of cavity formation is modeled using the solute surface area, is


HEPT core


TIBO cores

Figure 1. The core structures of the HEPT and TIBO analogues. The TIBO core to the right corresponds to the TIBO pyridyl analogues 27a, 27b, 27c, and 27d.
expected to yield more accurate predictions. Nevertheless the values of the adjustable coefficients $\alpha, \beta$, and $\gamma$ in eq 29 are expected to assume values near 1.
2.4.2. Ligand Binding Free Energy - Implicit Solvent. As pointed out in the previous section, the binding free energy of a ligand to a receptor is calculated as the difference between the work of inserting the ligand in the receptor site solvated by water and the work of inserting the ligand molecule in solution in the absence of the receptor. The LIE equation for the work of creating the ligand in the receptor site takes the same form as eq 29 , where now the expressions for the estimators should take into account the fact that the ligand interacts implicitly with the solvent, as modeled by the solvent potential of mean force, as well as with the receptor atoms which are treated explicitly. ${ }^{10,12}$ Here we determine, based on linear response theory, the relationship between the free energy changes and the corresponding average effective potential energy changes when part of the system is treated explicitly and part is treated implicitly using the AGBNP implicit solvent model. This is complicated by the fact that implicit solvent models are in general nonpair decomposable. That is it is not possible to define a soluteimplicit solvent interaction energy based on pairwise sums between explicit atoms. In the Appendix we derive the following expression for the LIE regression equation for the free energy for creating the ligand in the receptor site

$$
\begin{align*}
& \Delta F_{\mathrm{c}} \simeq \alpha\left\langle V_{\mathrm{LJ}}+G_{\mathrm{vdw}}^{\mathrm{c}}-G_{\mathrm{vdw}}^{\mathrm{p}}\right\rangle_{\mathrm{c}}+ \\
& \quad \beta\left\langle V_{\mathrm{el}}+2\left(G_{\mathrm{el}}^{\mathrm{c}}-G_{\mathrm{el}}^{\mathrm{p}}\right)\right\rangle_{\mathrm{c}}+\gamma\left\langle G_{\mathrm{cav}}^{\mathrm{c}}-G_{\mathrm{cav}}^{\mathrm{p}}\right\rangle_{\mathrm{c}} \tag{30}
\end{align*}
$$

where all of the averages $\langle\cdots\rangle_{\mathrm{c}}$ are taken for the complex with the ligand fully interacting with the receptor atoms and the solvent continuum. $V_{\mathrm{LJ}}$ is the ligand-receptor LennardJones interaction energy, $V_{\text {el }}$ is the ligand-receptor electrostatic interaction energy, and $G^{\mathrm{c}}$ and $G^{\mathrm{p}}$ represent implicit solvent free energy terms of the complex and receptor, respectively. Quantities such as $G_{\mathrm{el}}^{\mathrm{c}}-G_{\mathrm{el}}^{\mathrm{p}}$ are the difference between each implicit solvent energy term evaluated for the complex conformation and the same conformation without the ligand.

The form of the electrostatic LIE estimator for the insertion of the ligand in the complex, $\left\langle V_{\mathrm{el}}+2\left(G_{\mathrm{el}}^{\mathrm{c}}-G_{\mathrm{el}}^{\mathrm{p}}\right)\right\rangle$, that emerges from our derivation is similar to that proposed by Carlsson et al. ${ }^{12}$ Ours includes ligand-receptor interactions (ligand-receptor Coulomb interactions and the pair GB interaction energy between ligand atoms and receptor atoms) and ligand properties (the GB self-energy of the ligand and
the GB pair energy between ligand atoms) as well as receptor properties (the change of the GB self-energy of receptor atoms and GB pair energy between receptor atoms due to the displacement of the solvent dielectric by the ligand), which are not included in the electrostatic estimator of Carlsson et al. ${ }^{12}$ The implicit solvent LIE van der Waals estimator $\left\langle V_{\mathrm{LJ}}+\left(G_{\mathrm{vdw}}^{\mathrm{c}}-G_{\mathrm{vdw}}^{\mathrm{p}}\right)\right\rangle$ includes ligand-receptor Lennard-Jones interactions as well as two new terms: the ligand-implicit solvent van der Waals interaction energy and the change in the receptor-implicit solvent van der Waals interaction energy upon ligand complexation. This is in contrast to the corresponding estimator in explicit solvent which includes the interactions of the ligand with the receptor and the solvent. This difference can be understood in terms of the additional coupling between ligand atoms and receptor atoms introduced by the partial averaging inherent in the definition of the solvent potential of mean force. In the explicit solvent case the LIE estimator includes explicitly ligand-solvent interactions. In the implicit solvent case the mean effect of the solvent is replaced by effective ligandreceptor as well as ligand-ligand and receptor-receptor interactions.

As previously noted, ${ }^{12}$ the implicit LIE solvent electrostatic estimator used earlier by Zhou et al. ${ }^{4}$ lacks receptor desolvation contributions. They proposed an electrostatic implicit solvent LIE estimator composed of the GB self-energies of the ligand atoms, the GB pair energies between ligand atoms, and half the GB pair energies between ligand atoms and receptor atoms. The electrostatic estimator derived here based on linear response analysis includes the full amount of the GB pair energies between ligand atoms and receptor atoms and, in addition, the change of self-energies and GB pair energies of the receptor atoms due to the introduction of the ligand. The major difference between the two implementations is the absence of receptor desolvation contributions in the model of Zhou et al. Furthermore, our van der Waals estimator, $\left\langle V_{\mathrm{LJ}}+\left(G_{\mathrm{vdw}}^{\mathrm{c}}-G_{\mathrm{vdw}}^{\mathrm{p}}\right)\right\rangle$, includes estimates of the loss of ligand-solvent and receptor-solvent van der Waals interactions that are not explicitly included in the implicit solvent model adopted by Zhou et al. ${ }^{4}$ and Carlsson et al. ${ }^{12}$

To obtain a LIE regression equation for the binding free energy $\Delta F_{\mathrm{b}}$, eqs 30 and 29 can be combined in at least two ways. The first follows previously proposed LIE models in both explicit ${ }^{3}$ and implicit ${ }^{4}$ solvents. In these models a LIE regression equation is obtained by subtracting eq 29 from eq 30, assuming that the values of LIE coefficients $\alpha, \beta$, and $\gamma$ are the same for the processes of inserting the ligand in solution and in the receptor environment

$$
\begin{gather*}
\Delta F_{\mathrm{b}} \simeq \alpha\left[\left\langle V_{\mathrm{LJ}}+\left(G_{\mathrm{vdw}}^{\mathrm{c}}-G_{\mathrm{vdw}}^{\mathrm{p}}\right)\right\rangle_{\mathrm{c}}-\left\langle G_{\mathrm{vdw}}^{\mathrm{f}}\right\rangle_{\mathrm{w}}\right]+\beta\left[\left\langleV_{\mathrm{el}}+\right.\right. \\
\left.\left.2\left(G_{\mathrm{el}}^{\mathrm{c}}-G_{\mathrm{el}}^{\mathrm{p}}\right)\right\rangle_{\mathrm{c}}-\left\langle G_{\mathrm{el}}^{\mathrm{f}}\right\rangle_{\mathrm{w}}\right]+\gamma\left[\left\langle G_{\mathrm{cav}}^{\mathrm{c}}-G_{\mathrm{cav}}^{\mathrm{p}}\right\rangle_{\mathrm{c}}-\left\langle G_{\mathrm{cav}}^{\mathrm{f}}\right\rangle_{\mathrm{w}}\right] \tag{31}
\end{gather*}
$$

where $G^{\mathrm{f}}$ denotes implicit solvent terms for the ligand free in solution. Alternatively the processes of ligand formation in the receptor and in solution can be decoupled by considering the LIE coefficients for the process of insertion of the ligand in the receptor (eq 30) as indepndent adjustable parameters, whereas the hydration free energy is assumed proportional to the implicit solvent estimate (eq 28) with a

Table 1: Molecular Structures and Experimental $I C_{50}$ and Resulting Binding Free Energies, $\Delta G_{b}$ of the HEPT Analogs

| compd | $\mathrm{IC}_{50}{ }^{\text {a }}$ | $\Delta G_{b}{ }^{\text {b }}$ | $\mathrm{R}_{1}$ | $\mathrm{R}_{2}$ | $\mathrm{R}_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| H06 | 0.0027 | -12.16 | i-Pr | $\mathrm{CH}_{2} \mathrm{OCH}_{2} \mathrm{Ph}$ | SPh |
| H17 | 0.0027 | -12.16 | i-Pr | $\mathrm{CH}_{2} \mathrm{OCH}_{2} \mathrm{CH}_{2} \mathrm{OH}$ | SPh-3,5-di-Me |
| H11 | 0.004 | -11.89 | i-Pr | $\mathrm{CH}_{2} \mathrm{OCH}_{2} \mathrm{CH}_{3}$ | $\mathrm{CH}_{2} \mathrm{Ph}$ |
| H18 | 0.0059 | -11.68 | Et | $\mathrm{CH}_{2} \mathrm{OCH}_{2} \mathrm{Ph}$ | SPh |
| H10 | 0.012 | -11.24 | i-Pr | $\mathrm{CH}_{2} \mathrm{OCH}_{2} \mathrm{CH}_{3}$ | SPh |
| H16 | 0.013 | -11.19 | Et | $\mathrm{CH}_{2} \mathrm{OCH}_{2} \mathrm{CH}_{2} \mathrm{OH}$ | SPh-3,5-di-Me |
| H09 | 0.019 | -10.96 | Et | $\mathrm{CH}_{2} \mathrm{OCH}_{2} \mathrm{CH}_{3}$ | SPh |
| H05 | 0.088 | -10.01 | Me | $\mathrm{CH}_{2} \mathrm{OCH}_{2} \mathrm{Ph}$ | SPh |
| H12 | 0.1 | -9.93 | $\mathrm{c}-\mathrm{Pr}$ | $\mathrm{CH}_{2} \mathrm{OCH}_{2} \mathrm{CH}_{3}$ | SPh |
| H15 | 0.26 | -9.35 | Me | $\mathrm{CH}_{2} \mathrm{OCH}_{2} \mathrm{CH}_{2} \mathrm{OH}$ | SPh-3,5-di-Me |
| H03 | 0.33 | -9.20 | Me | $\mathrm{CH}_{2} \mathrm{OCH}_{2} \mathrm{CH}_{3}$ | SPh |
| H20 | 1.2 | -8.40 | Me | Bu | SPh |
| H04 | 2.1 | -8.06 | Me | $\mathrm{CH}_{2} \mathrm{OCH}_{3}$ | SPh |
| H07 | 2.2 | -8.03 | Me | Et | SPh |
| H02 | 3.6 | -7.73 | Me | $\mathrm{CH}_{2} \mathrm{OCH}_{2} \mathrm{CH}_{2} \mathrm{CH}_{3}$ | SPh |
| H01 | 7.0 | -7.32 | Me | $\mathrm{CH}_{2} \mathrm{OCH}_{2} \mathrm{CH}_{2} \mathrm{OH}$ | SPh |
| H13 | 23.0 | -6.52 | Me | $\mathrm{CH}_{2} \mathrm{OCH}_{2} \mathrm{CH}_{2} \mathrm{OH}$ | $\mathrm{CH}_{2} \mathrm{Ph}$ |
| H14 | 85.6 | -5.78 | Me | $\mathrm{CH}_{2} \mathrm{OCH}_{2} \mathrm{CH}_{2} \mathrm{OH}$ | OPh |
| H08 | $150{ }^{\circ}$ | -5.43 | Me | Me | SPh |
| H19 | $250^{\circ}$ | -5.11 | Me | H | SPh |

${ }^{a}$ From ref 53, in $\mu \mathrm{M}$ units. ${ }^{b} k T \operatorname{lnI} \mathrm{C}_{50}$ at $T=310 \mathrm{~K}$, in kcal/mol. ${ }^{c}$ Largest concentration tested.
proportionality coefficient $\omega$ :

$$
\begin{aligned}
\Delta F_{\mathrm{b}} & \sim \alpha\left\langle V_{\mathrm{LJ}}+\left(G_{\mathrm{vdw}}^{\mathrm{c}}-G_{\mathrm{vdw}}^{\mathrm{p}}\right)\right\rangle_{\mathrm{c}}+\beta\left\langle V_{\mathrm{el}}+2\left(G_{\mathrm{el}}^{\mathrm{c}}-G_{\mathrm{el}}^{\mathrm{p}}\right\rangle_{\mathrm{c}}+\right. \\
& \gamma\left\langle G_{\mathrm{cav}}^{\mathrm{c}}-G_{\mathrm{cav}}^{\mathrm{p}}\right\rangle_{\mathrm{c}}-\omega\left(\left\langle G_{\mathrm{vdw}}^{\mathrm{f}}\right\rangle_{\mathrm{w}}+\left\langle G_{\mathrm{el}}{ }^{\mathrm{f}}\right\rangle_{\mathrm{w}}+\left\langle G_{\mathrm{cav}}^{\mathrm{f}}\right\rangle_{\mathrm{w}}\right)
\end{aligned}
$$

In this work both of these approaches are considered.

## 3. Ligand Sets and Binding Free Energies

Figure 1 and Tables 1 and 2 show the molecular structures of the HEPT and TIBO analogues. The HEPT NNRTI ligand set used here is the same as the one in the LIE studies by Rizzo et al. ${ }^{53}$ in explicit solvent and Zhou et al. ${ }^{4}$ in implicit solvent. It is included here for comparison with previous studies. The TIBO NNRTI ligand set has been compiled from the work of Ho et al. ${ }^{54}$ who reported activities ( $\mathrm{IC}_{50}$ 's) of 40 TIBO derivatives and pyridyl analogues. We have included in our study all of the compounds reported by Ho et al. (with the exception of those few for which only an activity range was reported rather than a single activity value) plus additional compounds which were part of a TIBO subset studied previously by LIE modeling. ${ }^{55}$ The resulting 40 TIBO ligands which were simulated in our study are listed in Table 2. (Based on the values of the energetic descriptors obtained from the simulation, 3 of these 40 ligands were not included in the LIE training set, see below.) HEPT compounds are labeled using the naming scheme in ref 53; for the TIBO compounds we adopted the names in refs 54 and 55. In Table 1 H 11 is the reference HEPT compound MKC-442, and in Table 2 the reference compound is 1 a (also known as TIBO$9 \mathrm{Cl})$.

## 4. Simulation Procedure

A model of the NNRTI binding site is constructed as previously described ${ }^{53}$ by including in the simulation only the region of HIV-RT closest to the ligand. The same set of 124 residues was included in the model for both the TIBO
and HEPT compounds. These 124 residues are organized in 7 protein segments: residues $91-110,161-205,222-242$, $316-321,343-349$, and $381-383$ in the p66 subunit and $134-140$ in the p51 subunit. The end of each fragment is capped with acetyl (ACE) or N -methylamide (NMA) groups. Residues 95-108, 179-183, 186-191, 198, 225-229, and 318-319 of the p66 subunit and residues 136 and 138 in the p 51 subunit are free to move in the MD simulation. The positions of the atoms of residues $94,109,178,184,197$, 199, 224, 230, 231, and 240 in the p66 subunit and 135, 137, and 139 in the p51 subunit are restrained using a harmonic restraining potential with a force constant of 25 $\mathrm{kcal} / \mathrm{mol} \AA^{2}$. All other residues are held fixed. Residues LYS101, LYS102, LYS103, LYS104, and LYS238 are protonated, whereas ASP186, ASP192, ASP237, GLU138, and GLU233 are deprotonated. All other ionizable residues are set in their neutral charge state.

We employ the structure of the complex of HIV-1 RT with MKC-442 (PDB id $1 \mathrm{rt1}$ ) ${ }^{56}$ as the template structure from which the initial structures of all the HEPT complexes are constructed. For the TIBO compounds the corresponding template structure is from the complex with $9-\mathrm{Cl} \mathrm{TIBO}^{57}$ (PDB 1tvr). The template structures were first energy minimized, and then each complex was constructed by modifying the ligand starting from the corresponding reference ligands (H11 and 1a in Tables 1 and 2) by manual editing of the ligand structure using Maestro. ${ }^{58}$ Each complex as modified is then energy minimized to relieve steric clashes. One conformation of each ligand was constructed. The ligand conformations thus obtained were also used as starting conformations for the molecular dynamics simulations in the solution phase using the same protonation state and force field parameters as in the receptor-bound simulations.

All molecular dynamics calculations are performed using the program IMPACT ${ }^{59}$ with the 2001 parametrization of the OPLS-AA/AGBNP force field. ${ }^{35,50}$ The RESPA multiple

Table 2: Molecular Structures and Experimental $I C_{50}$ and Resulting Binding Free Energies, $\Delta G_{b}$ of the TIBO Analogs

| compd | $\mathrm{IC}_{50}{ }^{\text {a }}$ | $\Delta G_{b}{ }^{\text {b }}$ | X | R | Z |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 10 f | 0.0030 | -12.09 | $8-\mathrm{Br}$ | DMA | S |
| 6a | 0.0043 | -11.87 | $8-\mathrm{Cl}$ | DMA | S |
| 6c | 0.0050 | -11.78 | $8-\mathrm{SCH}_{3}$ | DMA | S |
| 6b | 0.0058 | -11.69 | 8-F | DMA | S |
| 10m | 0.0136 | -11.16 | $8-\mathrm{CH}_{3}$ | DMA | S |
| 17 | 0.0250 | -10.79 | 9-F | DMA | S |
| 20 | 0.0255 | -10.76 | 9,10-di-Cl | DMA | S |
| 1d | 0.0295 | -10.69 | $8-\mathrm{CCH}$ | DMA | S |
| 10j | 0.0296 | -10.68 | $8-\mathrm{CH}_{2} \mathrm{CH}_{3}$ | DMA | S |
| 1a | 0.034 | -10.6 | $9-\mathrm{Cl}$ | DMA | S |
| 6d | 0.034 | -10.6 | $8-\mathrm{OCH}_{3}$ | DMA | O |
| 1 | 0.044 | -10.44 | H | DMA | S |
| 10h | 0.0473 | -10.39 | 8-1 | DMA | S |
| 10 e | 0.0474 | -10.39 | $8-\mathrm{Br}$ | DMA | 0 |
| 10b | 0.0563 | -10.29 | 8-CN | DMA | S |
| 10 g | 0.088 | -10.01 | 8-1 | DMA | O |
| 6 e | 0.0959 | -9.96 | $8-\mathrm{OCH}_{2} \mathrm{CH}_{3}$ | DMA | S |
| 10c | 0.188 | -9.54 | $8-\mathrm{COH}$ | DMA | S |
| 27c | 0.243 | -9.39 |  | DEA | S |
| 18c | 0.3142 | -9.23 | $8-\mathrm{CH}_{3}$ | DEA | 0 |
| 1 i | 0.4371 | -9.02 | $8-\mathrm{CCH}$ | DMA | 0 |
| 10i | 0.4376 | -9.02 | $8-\mathrm{CH}_{2} \mathrm{CH}_{3}$ | DMA | O |
| 18b | 0.485 | -8.96 | $9-\mathrm{CF}_{3}$ | DMA | S |
| 101 | 0.989 | -8.52 | $8-\mathrm{CH}_{3}$ | DMA | 0 |
| 21 | 1.075 | -8.47 | ${ }^{10-B r}$ | DMA | S |
| 10a | 1.1396 | -8.43 | 8-CN | DMA | O |
| 27b | 2.0 | -8.09 |  | DEA | 0 |
| 16 | 2.45 | -7.96 | $9-\mathrm{NO}_{2}$ | CPM | S |
| 11 | 3.155 | -7.81 | H | DMA | O |
| 19b | 4.725 | -7.56 | $10-\mathrm{OCH}_{3}$ | DMA | S |
| 18a | 5.919 | -7.42 | $9-\mathrm{CF}_{3}$ | DMA | 0 |
| 19a | 6.63 | -7.35 | $10-\mathrm{OCH}_{3}$ | DMA | 0 |
| 14b | 6.65 | -7.35 | $8-\mathrm{N}\left(\mathrm{CH}_{3}\right)_{2}$ | CPM | 0 |
| 15b | 6.65 | -7.35 | 9-N(CH3) ${ }_{2}$ | CPM | O |
| 13 | 33.43 | -6.35 | $9-\mathrm{NO}_{2}$ | CPM | O |
| 15a | 60.55 | -5.98 | $9-\mathrm{NH}_{2}$ | CPM | 0 |
| 15c | 159 | -5.39 | $9-\mathrm{NHCOCH}_{3}$ | CPM | 0 |
| 27d | 596 | -4.58 |  | CPM | O |
| 14a | 849 | -4.36 | 8-NH2 | CPM | O |
| 27a | 872 | -4.34 |  | DMA | O |

${ }^{a}$ From ref 54 , in $\mu \mathrm{M}$ units. ${ }^{b} k T \operatorname{lnlC}_{50}$ at $T=310 \mathrm{~K}$, in $\mathrm{kcal} / \mathrm{mol}$.
time step MD integrator with an inner time step of 0.25 fs for covalent interactions, and a time step of 1 fs for nonbonded interactions is employed. Temperature is controlled by velocity rescaling. The simulations for the unbound ligand consist of 10 ps of heating from 10 to 310 K and 25 ps of equilibration at 310 K followed by 100 ps of data collection. Simulations of the inhibitor-protein complex consist of 50 ps of heating from 10 to 310 K and 50 ps of equilibration at 310 K and 100 ps of data collection. A residue-based nonbonded neighbor list with a $15 \AA$ distance cutoff was used in the inhibitor-protein complex simulations.

Energetic analysis is conducted on trajectory files collected during the data collection phase of each simulation. Each energetic quantity is averaged to obtain values of the LIE descriptors for each ligand according to eqs $33-40$. Con-
vergence was monitored by plotting the running average of each property.

## 5. Results

5.1. LIE Descriptors. The values of the calculated energetic descriptors for the two ligand sets are listed in Tables3 and 4. In these tables and in the rest of the paper one- and twoletters mnemonics are used to identify the calculated descriptors as follows

$$
\begin{gather*}
\mathrm{EC}=\left\langle V_{\mathrm{el}}\right\rangle_{\mathrm{c}}  \tag{33}\\
\mathrm{ES}=\left\langle G_{\mathrm{el}}^{\mathrm{c}}-G_{\mathrm{el}}^{\mathrm{p}}\right\rangle_{\mathrm{c}}  \tag{34}\\
\mathrm{EL}=\left\langle G_{\mathrm{el}}^{\mathrm{f}}\right\rangle_{\mathrm{w}}  \tag{35}\\
\mathrm{LJ}=\left\langle V_{\mathrm{LJ}}\right\rangle_{\mathrm{c}}  \tag{36}\\
\mathrm{~V}=\left\langle G_{\mathrm{vdw}}^{\mathrm{c}}-G_{\mathrm{vdw}}^{\mathrm{p}}\right\rangle_{\mathrm{c}}  \tag{37}\\
\mathrm{VL}=\left\langle G_{\mathrm{vdw}}^{\mathrm{f}}\right\rangle_{\mathrm{w}}  \tag{38}\\
\mathrm{C}=\left\langle G_{\mathrm{cav}}^{\mathrm{c}}-G_{\mathrm{cav}}^{\mathrm{p}}\right\rangle_{\mathrm{c}}  \tag{39}\\
\mathrm{CL}=\left\langle G_{\mathrm{cav}}^{\mathrm{f}}\right\rangle_{\mathrm{w}} \tag{40}
\end{gather*}
$$

where $V_{\mathrm{el}}$ and $V_{\mathrm{LJ}}$ are, respectively, the Coulomb and Lennard-Jones interaction energies between the ligand and receptor atoms, $G_{\mathrm{el}}, G_{\mathrm{vdw}}$, and $G_{\text {cav }}$ refer to, respectively, the electrostatic, van der Waals, and cavity components of the AGBNP implicit solvent model of either the receptor-ligand complex (denoted by "c"), the receptor (denoted by "p"), or the ligand (denoted by " f "). Averages are taken for either the receptor-ligand complex (denoted by $\langle\cdots\rangle_{c}$ ) or the ligand free in solution (denoted by $\langle\cdots\rangle_{\mathrm{w}}$ ). The difference between complex and receptor energies are calculated for each conformation of the complex by calculating the energy of the complex and that of the receptor obtained by removing the ligand without changing the conformation of the receptor. For instance $G_{\mathrm{el}}^{\mathrm{c}}-G_{\mathrm{el}}^{\mathrm{p}}$ is the difference between the GB electrostatic energy of the given complex conformation and the corresponding quantity for the same conformation after removal of the ligand. See the Appendix for additional discussion of this point.
5.2. HEPT and TIBO Binding Modes. As was noted earlier, the HEPT inhibitors adopt a butterfly conformation as shown in Figure 3. The two wings are formed by the $\mathrm{R}_{3}$ side chain (see Figure 1) and the ligand core. To accommodate the ligand the protein forms a complementary pocket which has been described as acting as a "shrink wrap". ${ }^{60}$ Compared with the crystal structure of the complex with MKC-442, the molecular dynamics trajectories of the HEPT complexes show relatively little conformational variation. The aromatic side chain $\left(\mathrm{R}_{3}\right)$ interacts favorably with TYR181, TYR188, and TRP229, and the thiothymine ring interacts with LYS101 and LYS103. The mostly hydrophobic $\mathrm{R}_{2}$ side chain contacts with LEU234, PHE227, and VAL106. The position of the $\mathrm{R}_{3}$ side chain is well conserved for all ligands, indicating that $\pi$ stacking between $\mathrm{R}_{3}$ and TYR181 is a prerequisite for binding. The role of the aliphatic $R_{1}$

Table 3: Computed Values of the Energetic Descriptors for the HEPT Compoundsa ${ }^{\text {a }}$

| compd | EC | ES | EL | LJ | V | VL | C | CL |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| H06 | -12.59 | -0.07 | -20.35 | -62.77 | -2.97 | -42.23 | -17.93 | 37.37 |
| H17 | -14.05 | 3.72 | -18.51 | -58.92 | -3.61 | -39.82 | -13.25 | 35.04 |
| H11 | -11.08 | 6.27 | -10.63 | -52.91 | -2.95 | -35.33 | -11.04 | 31.32 |
| H18 | -16.85 | 6.03 | -20.11 | -62.79 | -3.38 | -40.87 | -17.31 | 36.78 |
| H10 | -11.54 | 1.29 | -16.55 | -53.97 | -2.54 | -35.50 | -11.89 | 31.51 |
| H16 | -12.03 | 3.02 | -18.70 | -59.93 | -3.75 | -38.59 | -10.31 | 34.32 |
| H09 | -9.12 | 0.43 | -16.36 | -53.55 | -3.58 | -33.80 | -11.20 | 30.34 |
| H05 | -11.94 | 1.47 | -20.76 | -59.83 | -3.84 | -39.59 | -15.03 | 35.12 |
| H12 | -10.13 | 0.49 | -15.67 | -52.82 | -2.63 | -34.86 | -11.58 | 31.39 |
| H15 | -11.93 | 3.23 | -19.39 | -53.99 | -4.25 | -37.59 | -10.40 | 33.11 |
| H03 | -1.17 | -6.10 | -16.66 | -49.15 | -3.40 | -33.15 | -9.69 | 29.35 |
| H2O | -7.04 | 5.80 | -8.38 | -49.22 | -2.72 | -32.32 | -8.90 | 28.19 |
| H04 | -13.67 | 5.39 | -15.19 | -50.67 | -3.82 | -33.53 | -9.51 | 29.94 |
| H07 | -12.78 | 6.32 | -9.46 | -43.68 | -2.50 | -29.71 | -9.00 | 26.16 |
| H02 | -11.21 | 3.00 | -16.81 | -50.49 | -2.41 | -35.08 | -10.51 | 31.00 |
| H01 | -19.31 | 10.15 | -18.38 | -53.59 | -2.25 | -33.74 | -12.09 | 29.88 |
| H13 | -16.09 | 5.17 | -15.32 | -42.51 | -3.63 | -31.09 | -5.79 | 27.61 |
| H14 | -9.36 | 3.42 | -19.14 | -49.16 | -3.02 | -32.68 | -11.26 | 29.04 |
| H08 | -14.38 | 8.75 | -10.28 | -39.42 | -3.24 | -28.18 | -4.78 | 25.22 |
| H19 | -6.01 | 4.33 | -10.18 | -39.57 | -2.16 | -26.58 | -7.58 | 24.42 |

${ }^{a}$ Values are in kcal/mol. The list is ordered from strongest to weakest binders.
side chain is to modulate the strength of the binding. Binding is favored by small branched groups in this position (see Table 1). As in previous simulations, ${ }^{19}$ for most HEPT complexes we observe a stable hydrogen bond between the NH group of the thymine ring with the CO group of the LYS101 backbone. An additional hydrogen bond between the CO of the thymine ring and the NH group of LYS101 is also observed in some conformations collected from the simulations. Previous studies of HEPT in explicit solvent ${ }^{53}$ have shown that the $R_{2}$ side chain is partly solvent exposed and forms hydrogen bonds with water molecules. Solvent exposure of this ligand side chain, which helps lower the desolvation penalty of these ligands, is also observed in our simulations in implicit solvent. For reasons that are not immediately apparent, the observed binding mode of the H03 HEPT ligand in the simulation differs from all the other HEPT ligands. Relative to the consensus binding mode the core of H 03 is twisted, the hydrogen bond with the lysine residues is absent, and the $\mathrm{R}_{2}$ side chain is less solvent exposed. This causes the unusually small values of the EC and ES descriptors of H03 (Table 3). Nevertheless most of the LIE models we developed (see below) predict binding free energies for H 03 in agreement with the experimental binding free energy.

The binding mode of TIBO compounds (see Figure 3) is similar to that of the HEPT compounds except that more variability is observed. The dimthylallyl (DMA) or cyclopropylmethyl (CPM) substitutions in the R position of the TIBO cores (see Figure 1) replaces the aromatic side chain of the HEPT compounds in the $\mathrm{R}_{3}$ position. As for the HEPT compounds, this group interacts with TYR181, TYR188, and TRP229 but without the extensive $\pi$ stacking interactions characteristic of HEPT complexes. The DMA (or CPM) ligand side chain interacts with the protein in a variety of orientations and is not as constrained as the $\mathrm{R}_{3}$ aromatic side chain of the HEPT compounds. In general we find that TIBO
compounds form more hydrogen bond interactions with the receptor than the HEPT compounds. Both the NH group and the oxygen (or sulfur) atoms in the Z position of the TIBO cores form hydrogen bonds with the backbone of LYS101. For some ligands (6d, 18c, 1i, and 27b) we found an additional hydrogen bond between the carbonyl of the TIBO cores and the side chain of LYS103. These additional ligand-receptor hydrogen bonds are consistent with the larger ligand-receptor Coulomb interactions calculated for the TIBO compounds (compare the EC descriptor in Tables 3 and 4). Nonspecific electrostatic interactions, however, seem to play a role as well; although ligands 14 a and 14 b are the ones with the strongest ligand-receptor interaction energies, these ligands do not present on average more hydrogen bonds than the other TIBO ligands. The unusually small ligand-receptor electrostatic energy of ligand 6 c is consistent with the absence for this ligand of one of the hydrogen bonds with LYS101. Ligand 10e also presents a weak electrostatic interaction with the protein. This ligand differs from all the other ligands in that it forms a single hydrogen bond with LYS103 rather than LYS101. The weak electrostatic interaction energies of these two ligands are counterbalanced by the correspondingly small receptor desolvation penalties (the ES descriptor in Table 4). In these complexes the LYS101 backbone remains partly solvent exposed suggesting the possibility of water-mediated interactions with the ligand. Both ligands 6 c and 10 e are characterized by stronger than average van der Waals interactions with the protein due to the almost parallel contact between the dimethylallyl group and the TYR181. Our simulations as well as similar observations by others ${ }^{20}$ indicate that both for the HEPT and TIBO complexes a competition exists between hydrophobic and electrostatic interactions. The stronger the electrostatics interactions, the less the ligand is able to make good contacts with TYR181 and the other hydrophobic residues lining the binding pocket.

Table 4: Computed Values of the Energetic Descriptors for the TIBO Compoundsa ${ }^{\text {a }}$

| compd | EC | ES | EL | LJ | V | VL | C | CL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10 f$ | -24.44 | 13.60 | -12.14 | -51.75 | -3.04 | -35.46 | -12.28 | 29.14 |
| 6a | -23.86 | 15.78 | -9.10 | -50.90 | -1.85 | -33.84 | -14.33 | 28.36 |
| 6c | -12.44 | 9.32 | -13.30 | -56.02 | -3.16 | -36.28 | -10.75 | 31.06 |
| 6b | -24.65 | 18.06 | -9.68 | -48.73 | -1.34 | -32.52 | -14.43 | 28.40 |
| 10m | -24.69 | 18.06 | -11.55 | -51.28 | -2.91 | -34.00 | -12.04 | 29.31 |
| 17 | -22.29 | 13.80 | -9.82 | -47.91 | -2.20 | -32.22 | -10.62 | 28.79 |
| 20 | -29.38 | 19.59 | -9.28 | -51.51 | -2.54 | -36.83 | -10.80 | 31.48 |
| 1d | -37.98 | 25.85 | -10.63 | -50.71 | -2.75 | -35.36 | -11.94 | 30.16 |
| 10j | -24.22 | 16.04 | -9.92 | -49.67 | -1.01 | -33.53 | -14.37 | 29.96 |
| 1a | -25.63 | 15.85 | -9.64 | -47.72 | -2.73 | -34.45 | -8.65 | 29.67 |
| 6d | -47.70 | 28.26 | -11.02 | -48.21 | -2.80 | -34.58 | -11.40 | 29.33 |
| 1 | -23.83 | 15.04 | -10.42 | -45.50 | -2.57 | -31.81 | -10.55 | 27.55 |
| 10h | -14.22 | -3.20 | -37.95 | -50.13 | 2.04 | -31.42 | -11.13 | 31.10 |
| 10e | -10.86 | 4.07 | -14.88 | -48.42 | -4.07 | -34.78 | -10.28 | 28.37 |
| 10b | -28.50 | 18.55 | -11.25 | -49.18 | -1.79 | -33.31 | -10.77 | 29.71 |
| 10 g | -23.80 | 3.27 | -35.73 | -48.53 | 2.68 | -31.82 | -13.77 | 31.71 |
| 6 e | -35.59 | 24.21 | -11.83 | -52.48 | -2.85 | -36.35 | -11.34 | 30.24 |
| 10c | -37.51 | 23.43 | -14.57 | -50.61 | -2.23 | -34.69 | -11.10 | 30.84 |
| 27 c | -21.95 | 14.29 | -11.82 | -54.00 | -3.12 | -36.90 | -11.56 | 29.70 |
| 18c | -41.27 | 26.35 | -12.77 | -50.85 | -2.96 | -36.17 | -14.27 | 30.02 |
| 1 i | -49.47 | 29.96 | -13.72 | -49.11 | -2.94 | -34.44 | -11.95 | 28.90 |
| 10i | -31.26 | 19.54 | -12.87 | -47.47 | -1.95 | -32.62 | -11.35 | 28.84 |
| 18b | -29.20 | 20.78 | -9.92 | -48.65 | -0.98 | -34.13 | -12.44 | 30.75 |
| 101 | -28.54 | 13.61 | -15.33 | -45.67 | -2.78 | -33.21 | -10.20 | 28.31 |
| 21 | -27.80 | 17.16 | -13.30 | -47.61 | -3.81 | -35.36 | -8.19 | 29.06 |
| 10a | -41.51 | 24.46 | -14.30 | -47.44 | -1.79 | -32.75 | -11.57 | 29.34 |
| 27b | -40.90 | 26.85 | -12.48 | -51.78 | -3.20 | -35.97 | -11.29 | 29.60 |
| 16 | -23.77 | 19.11 | -10.07 | -47.88 | -1.91 | -32.76 | -9.20 | 29.32 |
| 11 | -25.13 | 13.89 | -13.75 | -45.98 | -2.98 | -31.04 | -10.51 | 26.77 |
| 19b | -27.00 | 18.11 | -11.24 | -48.57 | -3.50 | -35.38 | -9.757 | 30.82 |
| 18a | -37.30 | 24.09 | -13.15 | -45.89 | -0.94 | -33.39 | -11.95 | 29.88 |
| 19a | -23.90 | 15.67 | -14.68 | -47.57 | -3.11 | -34.01 | -12.42 | 29.13 |
| 14 b | -46.70 | 25.80 | -13.76 | -45.08 | -1.82 | -33.33 | -11.45 | 28.96 |
| 15b | -43.93 | 26.24 | -13.72 | -46.18 | -2.22 | -32.97 | -11.03 | 27.95 |
| 13 | -35.88 | 21.78 | -14.49 | -47.26 | -1.46 | -31.95 | -11.56 | 28.35 |
| 15a | -23.75 | 16.16 | -14.95 | -45.27 | -3.27 | -29.81 | -7.03 | 26.35 |
| 15c | -35.30 | 13.81 | -30.85 | -50.80 | -3.66 | -35.31 | -9.00 | 30.61 |
| 27d | -38.32 | 22.49 | -12.84 | -43.96 | -2.70 | -30.56 | -9.23 | 25.70 |
| 14a | -49.35 | 29.39 | -14.70 | -41.03 | -1.34 | -29.62 | -12.22 | 25.74 |
| 27a | -41.09 | 26.34 | -12.69 | -47.97 | -2.18 | -32.58 | -14.31 | 27.31 |

${ }^{a}$ Values are in kcal/mol. The list is ordered from strongest to weakest binders.
5.3. Comparison of HEPT and TIBO LIE Descriptors. The values of the calculated descriptors in Tables 3 and 4 show clear differences between the HEPT and TIBO data sets. The HEPT estimators based on van der Waals interactions ( $\mathrm{LJ}, \mathrm{LJ}+\mathrm{V}$ and $\mathrm{LJ}+\mathrm{V}-\mathrm{VL}$ ) exhibit stronger correlation with the experimental affinities than the corresponding TIBO estimators. A similar trend is observed for cavity estimators ( C and $\mathrm{C}-\mathrm{CL}$ ). The van der Waals and cavity estimators both generally reflect the amount of surface area of the ligands. Indeed we find a strong linear correlation between the LJ and CL descriptors for the HEPT compounds ( $R^{2}=0.94$ ). This correlation is significantly weaker for the TIBO compounds ( $R^{2}=0.52$ ).

Due to the presence of additional ligand-receptor hydrogen bonds discussed above, the ligand-receptor electrostatic interaction energies (the EC descriptor) of the TIBO compounds are significantly more favorable than those of the



Figure 2. Predicted versus experimental binding free energies of the (A) HEPT and (B) TIBO analogues to HIV-RT for the MDL3 LIE model. The correlation coefficients and RMSDs for this model are 0.90 and $0.71 \mathrm{kcal} / \mathrm{mol}$ and 0.73 and 1.08 $\mathrm{kcal} / \mathrm{mol}$ for the HEPT and TIBO compounds, respectively (see Table 5).


Figure 3. Representative conformations of the $\mathrm{H} 11-\mathrm{RT}(\mathrm{A})$ and 1a-RT (B) complexes extracted from the MD trajectories. Carbon atoms of the ligand are in light gray; those of the protein are in dark gray. Oxygen atoms are red, nitrogen atoms are blue, hydrogen atoms are white, the sulfur atom is yellow, and the chlorine atom is green. Hydrogen bonds are yellow.

HEPT compounds. However this trend is reversed when the estimator $\mathrm{EC}+2 \mathrm{ES}$, which takes into account desolvation, is considered, suggesting that, due to desolvation penalties, stronger ligand-receptor electrostatic interactions do not necessarily lead to better binding. Indeed the sign of the EC +2 ES estimator shows that generally this measure of the electrostatic component of the work of inserting the ligand into the receptor favors binding for the HEPT compounds (negative values), whereas it disfavors binding for the TIBO compounds (positive values). The EC +2 ES electrostatic estimator is a better predictor for the HEPT binding energies than for the TIBO binding energies. On the other hand, the $\mathrm{EC}+2(\mathrm{ES}-\mathrm{EL})$ estimator, which models the transfer of the ligand from solution into the receptor and also incorporates the loss of ligand-solvent interactions, is a better estimator for the binding energies of the TIBO compounds than the HEPT compounds. Finally the ligand hydration free energy estimator EL $+\mathrm{VL}+\mathrm{CL}$ alone is rather weakly correlated to the HEPT and TIBO binding affinities.

These observations indicate that the energetic balance that drives binding is very different between these two sets of ligands and suggest that accurate modeling of both sets of ligands using a single regression equation would be difficult. It is also apparent that the HEPT compounds constitute a less challenging data set than the TIBO compounds. The HEPT binding free energies in general can be predicted fairly accurately using a single descriptor (the LJ descriptor), whereas for the TIBO compounds there is no single strong predictor of binding free energies. Successful prediction of the TIBO binding free energies must hinge on the interplay between the various predictors rather than on any single predictor.

Analysis of the calculated predictors for the TIBO compounds (Table 4) reveals a few ligands that stand out from the rest. Ligands $10 \mathrm{~g}, 10 \mathrm{~h}$, and 15 c have much more favorable estimated electrostatic hydration free energies (the EL descriptor) than all the other ligands. These unusually large ligand solvation free energies disfavor binding and would lead to the prediction of poor binding affinities if not counterbalanced by equally favorable ligand-receptor Coulomb interactions (the EC descriptor) and residual complexsolvent interactions (the ES descriptor). The 10 g and 10 h
ligands are characterized by less positive ES values than the other ligands, but the EC descriptors are of equal magnitude as the other ligands. This results in unusually unfavorable electrostatic contributions to binding (measured for example by the $\mathrm{EC}+2(\mathrm{ES}-\mathrm{EL})$ estimator) which are inconsistent with the measured relatively large potency of these ligands. Indeed these two ligands show up as outliers in all of the LIE models we have tried. Both of these ligands have the iodo-substitution in the X position. This indicates a possible deficiency of the OPLS-AA/AGBNP force field for iodosubstitutions. Hence, suspecting inaccurate energetic modeling, we removed ligands 10 g and 10 h from the LIE training set. Similar observations apply to ligand 15 c except that for this ligand the unfavorable electrostatic contribution to binding is consistent with its poor measured inhibition activity. Nevertheless this ligand appears as a clear outlier in some of the LIE models we investigated. The large predicted electrostatic hydration free energies of 15 c is related to the presence of the acetoamido group in the X position. The acetoamido group, due to its large dipole moment, is by far the most polar substituent in this class of ligands. It is likely that the binding mode of 15 c differs from the binding mode of 1a on which the structural model for the HIV-RT/ 15 c complex is based. For this reason we have decided to remove the 15 c ligand from the training set as well. The final TIBO training set consists of 37 ligands.
5.4. LIE Regression Models. The descriptors of eqs 3340 are combined based on eqs 31 and 32 to construct two classes of models. The first class, based on the assumption that the same linear response proportionality coefficients apply to the work of inserting the ligand in the receptor and in water, is described by the general regression equation

$$
\begin{align*}
\Delta F_{\mathrm{b}}=\beta[\mathrm{EC}]+ & \beta^{\prime}[\mathrm{ES}-\mathrm{EL}]+ \\
& \alpha[\mathrm{LJ}+\mathrm{V}-\mathrm{VL}]+\gamma[\mathrm{C}-\mathrm{CL}]+\delta \tag{41}
\end{align*}
$$

where $\Delta F_{\mathrm{b}}$ is the binding free energy, and the estimators result from the combination of descriptors of the complex (EC, ES, LJ, V, and C) and descriptors of the free ligand (EL, VL, and CL).

The second class of LIE models, given by the general expression

$$
\begin{align*}
& \Delta F_{\mathrm{b}}=\beta[\mathrm{EC}]+\beta^{\prime}[\mathrm{ES}]+\alpha[\mathrm{LJ}+\mathrm{V}]+ \\
& \quad \gamma[\mathrm{C}]-\omega[\mathrm{EL}+\mathrm{VL}+\mathrm{CL}]+\delta \tag{42}
\end{align*}
$$

treat the process of inserting the ligand in solution independently from the work of inserting the ligand in the receptor pocket. In this class one of the LIE estimators is the hydration free energy of the ligand, EL $+V L+C L$, estimated by the implicit solvent model with the LIE proportionality coefficient $\omega$. All the other estimators include descriptors related only to the complex.

In addition to the electrostatic, van der Waals, and cavity LIE proportionality coefficients, the LIE regression equations we have investigated include an adjustable intercept parameter $\delta$. Inclusion of this parameter is, in our view, crucial to the success of LIE paramterizations. The intercept parameter absorbs effects that influence equally absolute binding free energies and are therefore inconsequential for the ultimate goal of estimating relative binding free energies of a family of similar ligands. It is unreasonable and unnecessary to assume that linear response is applicable to the full process of ligand formation in the receptor and in solution. The success of a LIE model which includes an intercept parameter hinges only on the applicability of linear response for the simpler process of mutating one ligand into another. The inclusion of the intercept parameter allows the LIE coefficients to reflect relative binding free energies rather than absolute binding free energies, leading to better accuracy in ligand ranking as well as values of LIE coefficients in better agreement with linear response predictions.

We have investigated several models based on eqs 41 and 42 , including those with the maximum number of adjustable parameters allowed by the general expressions ( 5 for eq 41 and 6 for eq 42). We present results for the following LIE regression models with 3 or fewer adjustable parameters other than the intercept, one from the first class (eq 41) and two from the second class (eq 42):
MDL1 : $\Delta F_{\mathrm{b}}=\beta[\mathrm{EC}+2(\mathrm{ES}-\mathrm{EL})]+$

$$
\begin{equation*}
\alpha[\mathrm{LJ}+\mathrm{V}-\mathrm{VL}]+\gamma[\mathrm{C}-\mathrm{CL}]+\delta \tag{43}
\end{equation*}
$$

MDL2 : $\Delta F_{\mathrm{b}}=\beta[\mathrm{EC}+2 \mathrm{ES}]+$

$$
\begin{equation*}
\alpha[\mathrm{LJ}+\mathrm{V}]+\gamma[\mathrm{C}]-\frac{1}{2}[\mathrm{EL}+\mathrm{VL}+\mathrm{CL}]+\delta \tag{44}
\end{equation*}
$$

MDL3 : $\Delta F_{\mathrm{b}}=\frac{1}{2}\left\{\frac{1}{2}[\mathrm{EC}]+[\mathrm{ES}]+[\mathrm{LJ}+\mathrm{V}]-[\mathrm{EL}+\right.$

$$
\begin{equation*}
\mathrm{VL}+\mathrm{CL}]\}+\gamma[\mathrm{C}]+\delta \tag{45}
\end{equation*}
$$

We have chosen these as the most representative models because the first, MDL1, is comparable to standard models used in previous LIE studies ${ }^{3,4}$ and the second, MDL2, is based on the novel LIE formulation (eq 42) with the same number of adjustable parameters as MDL1. The third model, MDL3, is a minimally parametrized version of MDL2. MDL1 is based on eq 41 with $\beta^{\prime}=2 \beta$, MDL2 is based on eq 42 with $\beta^{\prime}=2 \beta$ and $\omega=1 / 2$, and MDL3 is the same as MDL2 with the additional constraints that $\beta=1 / 2$ and $\alpha=$ 1. Further motivation for these choices of parameters is provided below and in the Discussion section, where we also discuss some of the results obtained with the other models we tested.

Table 5 shows the results of the LIE regressions for the HEPT and TIBO ligand sets using the models presented above. This table contains the results of fitting MDL1, MDL2, and MDL3 to the HEPT set, the TIBO set, and the two sets combined. It reports the values of the LIE coefficients obtained from multivariate linear least-squares fitting, the square of the correlation coefficient $\left(R^{2}\right)$, and root-meansquare deviation (RMSD) between experimental and estimated LIE binding free energies. $R_{\text {pred }}{ }^{2}$ and RMSD ${ }_{\text {pred }}$ are the corresponding quantities for the jack-knife regression tests. In these tests a LIE model is fit to the ligand set removing each ligand in turn and then using the resulting LIE model to predict the binding free energy of the ligand that was left out. The jack-knife results give a better unbiased representation of the predictive ability and transferability of each model.

MDL1 closely follows corresponding formulas for LIE estimates of ligand binding from explicit solvent simulations. The electrostatic estimator $(\mathrm{EC}+2(\mathrm{ES}-\mathrm{EL}))$ is the difference between the bound and solution phases of the average electrostatic interaction energy between the ligand and the environment. In the bound form the electrostatic interaction energy is estimated as the sum of the ligandreceptor average electrostatic interaction energy plus twice the Generalized Born energy of the ligand in the complex as measured by the ES descriptor (eq 34). In the solution phase the average ligand-environment electrostatic energy is measured as twice the EL descriptor (eq 35). As discussed in the previous section and in the Appendix, the assumption that $\beta^{\prime}=2 \beta$ in eq 41 puts the estimators corresponding to interactions between explicit atoms and the implicit solvent components on equal footing. To validate this choice we have tested two additional models based on eq 41 , one setting $\beta^{\prime}$ $=\beta$ and another one in which the $\beta$ and $\beta^{\prime}$ coefficients are allowed to vary independently. The results of these tests are discussed in the next section.

The second model (MDL2) has the same number of adjustable parameters as MDL1. It is based on eq 42 with $\beta^{\prime}=2 \beta$ and the observation that setting $\omega=1 / 2$ leads to more accurate results than choosing the value $\omega=1$ suggested based on linear response theory (see Theory and Methods section). Indeed, as further discussed later, we find that, while their ratios agree with linear response predictions, the absolute values of the fitted $\beta, \beta^{\prime}$, and $\alpha$ LIE coefficients are approximately half their theoretical values. The final model (MDL3) exploits this observation by using only one adjustable coefficient (beside the intercept parameter): the surface tension parameter $\gamma$ for creating the ligand cavity in the receptor. All the other parameters are set to half the values expected from linear response theory.

## 6. Discussion

6.1. Model Performance. MDL1 uses estimators that are designed to mimic the corresponding estimators commonly used in LIE explicit solvent studies. This model is also comparable to the implicit solvent LIE formulation introduced by Zhou et al. ${ }^{4}$ The $R^{2}$ and RMSD values obtained in this work (see Table 5) for the HEPT compounds using MDL1 are 0.87 and $0.80 \mathrm{kcal} / \mathrm{mol}$, respectively, compared

Table 5: Fitting Results for MDL1, MDL2, and MDL3 to the HEPT and TIBO Sets, Individually and Combined ${ }^{b}$

| model | $n_{p}$ | $\beta$ | $\alpha$ | $\gamma$ | $\delta$ | $R^{2}$ | $R_{\text {pred }}{ }^{2}$ | RMSD | $\mathrm{RMSD}_{\text {pred }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| HEPT Set (20 Ligands) |  |  |  |  |  |  |  |  |  |
| MDL1 | 4 | 0.22 | 0.40 | 0.20 | 1.56 | 0.87 | 0.81 | 0.80 | 0.97 |
| MDL2 | 4 | 0.21 | 0.45 | -0.05 | 6.28 | 0.91 | 0.87 | 0.66 | 0.80 |
| MDL3 | 2 | $1 / 4^{a}$ | $1 / 2^{\text {a }}$ | -0.18 | 7.73 | 0.90 | 0.88 | 0.71 | 0.77 |
| TIBO Set (37 Ligands) |  |  |  |  |  |  |  |  |  |
| MDL1 | 4 | 0.27 | 0.40 | 0.36 | 3.35 | 0.70 | 0.64 | 1.12 | 1.23 |
| MDL2 | 4 | 0.23 | 0.45 | 0.19 | 5.80 | 0.73 | 0.66 | 1.07 | 1.19 |
| MDL3 | 2 | $1 / 4^{\text {a }}$ | $1 / 2^{\text {a }}$ | 0.19 | 8.09 | 0.73 | 0.68 | 1.08 | 1.16 |
| HEPT+TIBO Set (57 Ligands) |  |  |  |  |  |  |  |  |  |
| MDL1 | 4 | 0.15 | 0.11 | 0.29 | 0.21 | 0.55 | 0.48 | 1.43 | 1.54 |
| MDL2 | 4 | 0.07 | 0.39 | 0.17 | 4.15 | 0.67 | 0.62 | 1.23 | 1.31 |
| MDL3 | 2 | $1 / 4^{a}$ | $1 / 2^{\text {a }}$ | 0.004 | 7.34 | 0.07 | -0.02 | 2.06 | 2.16 |

${ }^{a}$ Set value not allowed to vary during the fitting. ${ }^{b} n_{\mathrm{p}}$ is the number of adjustable parameters (including the intercept parameter), and $\beta, \alpha$, $\gamma$, and $\delta$ are the LIE adjustable coefficients. $R^{2}$ is the square of the correlation coefficient of the fit, and RMSD is the root-mean-square deviation between the LIE equation and the experimental binding free energies. $R_{\text {pred }}{ }^{2}$ and $R M S D_{\text {pred }}$ are the corresponding quantities for the jack-knife validations.
to $R^{2}=0.78$ and $\mathrm{RMSD}=1.07 \mathrm{kcal} / \mathrm{mol}$ reported by Zhou et al. for the same set of ligands. Zhou et al. report that the binding free energies of MKC-442 (compound H11) and H14 were significantly underpredicted by their models. These two ligands are correctly predicted by the MDL1 model (the deviation between predicted and experimental binding free energies for these two compounds are 0.58 and $0.03 \mathrm{kcal} /$ mol, respectively). The superior performance of the MDL1 LIE model for the HEPT compounds relative to the LIE results reported by Zhou et al. is likely due in part to the differences in the expressions for the LIE estimators but may also reflect differences in the conformational ensemble sampled by the two studies. Our MD simulations, including thermalization and equilibration phases, are longer than those performed by Zhou et al., and the implicit solvent models employed in the two studies are different: $\mathrm{SGB} / \mathrm{SA}^{61}$ in the study of Zhou et al. and AGBNP ${ }^{35}$ in the present study. The electrostatic LIE fitting coefficients $\beta$ we obtained with MDL1 ( 0.22 ) for the HEPT compounds is in reasonable agreement with the value obtained by Zhou et al., but the van der Waals and cavity parameters $\alpha$ and $\gamma$ are significantly different. The smaller values for the $\alpha$ parameter obtained by Zhou et al. are most likely due to differences in the corresponding implicit solvent functional form. The large differences in LIE $\gamma$ fitting coefficients are mainly due to the differences in the values of the cavity surface tension employed in the two studies.

The same set of HEPT compounds were also studied previously using extended LIE models based on descriptors obtained from explicit solvent simulations. ${ }^{19,53}$ Based on 3 descriptors (variation in number of hydrogen bonds upon binding, ligand-protein Lennard-Jones interaction energy, and variation in exposed hydrophobic surface area), and excluding H17, the reported correlation coefficient of the best performing extended LIE model ${ }^{19}$ is $R^{2}=0.85$ and RMSD $=0.87 \mathrm{kcal} / \mathrm{mol}$ similar to our MDL1 results $\left(R^{2}=\right.$ $0.87, \mathrm{RMSD}=0.80 \mathrm{kcal} / \mathrm{mol})$.

Subsets of the TIBO compounds studied here have been previously studied by LIE modeling. Smith et al. ${ }^{55}$ studied 12 TIBO compounds using explicit solvent LIE models similar to our MDL1 model. Smith et al. obtain RMSDs
between 0.9 and $1.0 \mathrm{kcal} / \mathrm{mol}$. Rizzo et al. ${ }^{19}$ considered 22 TIBO compounds using two descriptors (variation in number of hydrogen bonds upon binding and ligand-protein Len-nard-Jones interaction energy), obtaining, after excluding two outliers, $R^{2}=0.79$ and $\mathrm{RMSD}=0.75 \mathrm{kcal} / \mathrm{mol}$. In comparison, results for the same set of ligands using MDL1 are $R^{2}=0.88$ and $\mathrm{RMSD}=0.71 \mathrm{kcal} / \mathrm{mol}$. The TIBO set studied here ( 37 compounds) is larger and more diverse than in the two previous LIE studies; nevertheless the MDL1 LIE model achieves good accuracy for these ligands (see Table 5).

The results of fitting MDL1, MDL2, and MDL3 (eqs 4345) to the HEPT and TIBO compounds separately and combined are listed in Table 5. MDL3 (see also Figure 2) yields the highest prediction accuracy for the HEPT and TIBO compounds separately. This model is based on eq 42 with only two adjustable parameters ( $\gamma$ and the intercept $\delta$ ); all the other LIE coefficients are set to half the linear response theory predictions ( $\beta=1 / 4, \beta^{\prime}=1 / 2, \alpha=1 / 2, \omega=1 / 2$ ). $R_{\text {pred }}{ }^{2}$ of MDL3 for the HEPT compounds is 0.88 and $\mathrm{RMSD}_{\text {pred }}$ is $0.77 \mathrm{kcal} / \mathrm{mol}$ which are the best among all the models tested, including those with up to 6 adjustable parameters. The corresponding values for fitting MDL3 to the TIBO compounds are $R_{\text {pred }}{ }^{2}=0.68$ and RMSD pred $=$ $1.16 \mathrm{kcal} / \mathrm{mol}$, again the best among all the models tested. This result highlights the benefit of minimizing the number of adjustable parameters in LIE models. Increasing the number of parameters to improve the accuracy of the fit can affect the transferability of the model even among closely related ligands, such as those of the HEPT set.

Based on the jack-knife indicators, the best model for the combined HEPT+TIBO set is MDL2 $\left(R_{\text {pred }}{ }^{2}=0.62\right.$ and $\mathrm{RMSD}_{\text {pred }}=1.31 \mathrm{kcal} / \mathrm{mol}$ ). This model is slightly superior to the LIE model with 6 adjustable parameters we tested based on eq 42, two more than MDL2, and significantly better than MDL1. MDL3 fails completely in reproducing the binding free energies of the combined HEPT + TIBO set, as expected by the very different values of the $\gamma$ LIE coefficient obtained by fitting MDL3 to the two ligand sets separately. This issue is discussed further in the next section. The values of the LIE coefficients of MDL3 for the combined

HEPT+TIBO set are similar to those of MDL2 except for $\beta$. It appears that MDL2 is able to fit the binding free energies of the combined set by employing a smaller electrostatic LIE coefficient than MDL3.

In general the models that allow for differences in the response of the receptor and water media (MDL2 and MDL3) perform better than MDL1 that does not. For example, for the HEPT compounds the RMSD of MDL2 is $0.66 \mathrm{kcal} /$ mol as compared to $0.80 \mathrm{kcal} / \mathrm{mol}$ of MDL1 which has the same number of parameters. The superior performance of MDL2 over MDL1 is particularly noticeable for the combined HEPT+TIBO set. The model with the highest prediction accuracy for the HEPT and TIBO set taken separately is MDL3 which is based on the decoupling of the solution and receptor environment insertion processes. This is a further indication that the decoupling of the receptor and solution insertion processes can lead to LIE models with superior prediction accuracy.

Consistent with the linear response prediction that the electrostatic implicit solvent descriptor should be weighted twice the receptor-ligand Coulomb interaction energy, models we tested with $\beta^{\prime}=\beta$ in eqs 41 and 42 perform significantly worse than MDL1 and MDL2 for both the HEPT and TIBO compounds. This is further confirmed by the results of models in which the $\beta$ and $\beta^{\prime}$ LIE coefficients are optimized independently. In these models the optimal value of $\beta$ was found to be roughly half the value of $\beta^{\prime}$.

In principle, because the binding free energy is the sum of the work of inserting the ligand in the protein environment and the work of inserting the ligand in water (the hydration free energy), the LIE coefficient, $\omega$, associated with the estimated hydration free energy should be set to 1 . However we find that the accuracy of models that set $\omega=1$ is rather poor. Much better results are obtained, as in MDL2, when $\omega$ is set to half the theoretical value. Indeed it is generally observed that, when the LIE coefficients in eq 42 are allowed to vary, they assume optimal values approximately half their theoretical values; this issue is discussed below. Two models we tested based on eq 42 which allow for optimization of $\omega$ and both $\omega$ and $\beta^{\prime}$ have resulted in modest gains in term of accuracy over MDL2 for which $\omega$ is fixed at one-half its theoretical value.
The TIBO set studied here is larger (37 ligands) and more diverse than previous LIE studies. The LIE models for the TIBO class of NNRTI's presented here are, to our knowledge, the best reported in terms of prediction accuracy, as measured by the jack-knife and $R^{2}$ and RMSD values. The models have few outliers and reproduce well the main trends in this class of compounds. The generally superior binding affinity of compounds with sulfur at the Z position relative to oxygen is reproduced. Analysis of the predictors of the pairs of TIBO compounds that differ only on the substitution at the Z position reveals that the C predictor (the average cavity hydration free energy of the complex relative to the that of the receptor) is mainly responsible for the ability of the LIE models to distinguish the sulfur and oxygen substituents. This points to hydrophobicity as the main cause of the stronger binding affinity of sulfur-containing TIBO inhibitors; whereas the sulfur atom at the Z position forms
electrostatic and hydrogen bonding interactions with the receptor of equal magnitude as oxygen in the same position, the sulfur atom in this position is capable of burying more solvent-exposed receptor surface area. The models also reproduce the higher binding affinity obtained with the $8-\mathrm{Cl}$ substitution relative to the $9-\mathrm{Cl}$ substitution. We ascribe this result to the interaction between the chlorine atom at the 8 position with PHE227 also seen in crystal structures. ${ }^{57}$ This contact causes a shift of the position of the ligand leading to increased contacts between the hydrophobic side chain of the ligand and the hydrophobic pocket formed by TYR181, TYR188, and TRP229.

MDL2 is able to fit well the combined HEPT and TIBO sets (57 ligands). Particularly encouraging are the results with MDL3. This model, based on only one adjustable parameter (excluding the intercept), has the highest prediction accuracy for the HEPT and TIBO compounds separately.

Our results suggest that the LIE formalism described here using the OPLS-AA/AGBNP effective potential improves on the results we obtained previously using the standard LIE formalism and the SGB/NP implicit solvent potential ${ }^{4}$ and is competitive with corresponding results in explicit solvent. ${ }^{19,53,55}$ Although differences in ligand force field parametrizations could exist, the major difference between this and previous LIE studies of HEPT and TIBO HIV-RT inhibitors is the modeling of the solvent. The AGBNP implicit solvent model does not provide a description of hydration forces with the same detail as explicit solvent models. Nevertheless molecular dynamics sampling with implicit solvent is able to explore a more diverse ensemble of conformations than a comparable calculation of the same CPU cost using an explicit solvent representation. A more complete representation of the ensemble of conformations of the ligand and the complex may be the basis for the superior results we obtained relative to similar explicit solvent studies. ${ }^{19,55}$
6.2. Physical Interpretation of LIE Models. The values of the $\beta$ and $\alpha$ parameters for all models tested and the values of $\gamma$ for MDL1 are positive. This implies that these models, in accordance with physical intuition, predict that ligands that have stronger interactions with the receptor and smaller desolvation penalties tend to be better binders. The seemingly counterintuitive negative value of $\gamma$ obtained with MDL2 and MDL3 for the HEPT compounds is discussed below.

The LIE coefficients for MDL1 correspond to the difference between the work of inserting the ligand in the receptor and in water assuming that the same linear response proportionality coefficient applies to both processes. In the MDL2 and MDL3 models, however, the process of insertion of the ligand in the receptor is decoupled from the process of insertion in water, thus allowing for differences in the effective linear response of the receptor and water media. We see from Table 5 that the value of $\beta$ differs little from one class of models to the other, suggesting that the receptor environment responds linearly to the ligand electrostatic field in a manner similar to water. A similar behavior can be observed for the $\alpha$ coefficient which measures the response of the water and receptor environment to the introduction of ligand-solvent and ligand-receptor van der Waals
interactions. Despite these similarities, as discussed above, the models that allow for differences in the response of the protein receptor and water (MDL2, MDL3, and related models) generally perform better.

In models such as MDL1 based on eq 41 the $\gamma$ coefficient corresponds to the $\mathrm{C}-\mathrm{CL}$ estimator, whereas in models based on eq 42, such as MDL2 and MDL3, it corresponds to the C descriptor, the average of the difference of the cavity hydration free energy of the complex with and without the ligand. The C descriptor approximately measures the free energy gain of burying the receptor residues lining the binding site. Thus, we would expect a positive linear correlation $(\gamma>0)$ between the C descriptor, which is always negative (see Tables 3 and 4), and the binding free energy. This is indeed the case for MDL2 and MDL3 for the TIBO compounds. However the same models applied to the HEPT compounds yield a negative $\gamma$ coefficient (see Table 5). For both ligand sets the value of $\gamma$ for MDL2 and MDL3 is significantly smaller than for MDL1. It appears therefore that in these models the $\gamma$ coefficient absorbs physical effects correlated to the size of the binding site which oppose binding and are not directly related to the hydrophobic effect.

A likely candidate in this role is the reorganization free energy of the receptor, that is the work required to deform the binding site region to accommodate the ligand. It is reasonable to assume that the larger the binding site the larger the work required to deform the receptor structure. This contribution effectively reduces the benefit of having a large ligand-receptor contact surface area and could result in the smaller values for the $\gamma$ LIE coefficients obtained for MDL2 and MDL3 as compared to MDL1, which adopts estimators that combine solution and receptor environments descriptors and is therefore less able to capture these effects. We hypothesize that for the HEPT compounds the conformational strain contribution overcomes the favorable hydrophobic desolvation effect, resulting in a negative value of $\gamma$. The prediction that the receptor reorganization free energy plays a more important role for the HEPT compounds than the TIBO compounds could also be a consequence of the wider distribution of ligand sizes of the HEPT compounds as measured by the ligand cavity formation descriptor which is proportional to the solute surface area. The range of variation of the CL descriptor of the HEPT compounds is $13.0 \mathrm{kcal} / \mathrm{mol}$ as compared $5.8 \mathrm{kcal} / \mathrm{mol}$ of the TIBO compounds (see Tables 3 and 4). The larger variation of receptor reorganization free energies embedded in the experimental binding free energies of the HEPT compounds makes the statistical fit of this term via linear regression more significant.

Although deviations from ideality of LIE parameters can also be caused by the residual average electrostatic potential created by the receptor in absence of solute charges, ${ }^{42}$ we do not believe that this is the case in the present system. As eq 12 shows, linear response theory predicts that a nonzero residual electrostatic interaction energy ( $\langle V\rangle_{0}$ in eq 12) tends to increase the value of the corresponding electrostatic LIE coefficient from its ideal value of $1 / 2$. If the electrostatic LIE descriptor EC+2EL is negative (as for most HEPT compounds), this effect would appear, to an LIE model that
adopts an ideal LIE electrostatic coefficient of $1 / 2$, as an unaccounted term favorable to binding. It seems therefore unlikely that the residual electrostatic field of the receptor is the origin of the observed negative value of $\gamma$ resulting from an unaccounted effect unfavorable to binding, such as the reorganization free energy of the receptor.

The results obtained with LIE models that do not include the factor of 2 for the implicit solvent electrostatic estimators are significantly inferior than the other models with the same number of adjustable parameters. It is predicted based on linear response theory that $\beta$ should be half the value of $\beta^{\prime}$. This is indeed approximately the case for models in which $\beta$ (which corresponds to the ligand-receptor electrostatic interaction energy) is allowed to vary independently from $\beta^{\prime}$ (the coefficient corresponding to the implicit solvent electrostatic estimator). Contrary to linear response predictions however $\beta$ is always smaller than the theoretical value of $1 / 2$, and $\beta^{\prime}$ is always smaller than the theoretical value of 1. This is the case for the calculated $\alpha$ and $\omega$ parameters as well. It appears that the calculated parameters differ from their theoretical values by a constant proportionality factor. This would occur if a linear relationship with a proportionality coefficient different from 1 exists between the effective binding free energies calculated from the $\mathrm{IC}_{50}$ 's as $k T \operatorname{lnIC_{50}}$ and the actual binding free energies. We plan to further investigate this issue by studying complexes for which direct measurements of the binding free energies have been reported. The $\mathrm{IC}_{50}$ 's used in this work have been obtained from cell survival assays, ${ }^{53-55}$ rather than enzymatic rate inhibition assays which are more directly related to the binding affinity. In cell-based assays the $\mathrm{IC}_{50}$ is calculated from the number of cells in a colony that remain viable after infection with the HIV-1 virus in the presence of the inhibitor. A number of environmental factors such as cell absorption and metabolism and molecular factors ${ }^{62}$ such as stoichiometry of binding and induced RT dimerization could affect the observed effective binding free energies. The results for HIV-1 RT NNRTI systems similar to those studied here ${ }^{5,55}$ are in general agreement with our finding that, even though the optimal values of $\beta$ and $\alpha$ are smaller than expected, their relative magnitude is consistent with linear response predictions.

To support the hypothesis that the binding free energies calculated from the measured $\mathrm{IC}_{50}$ 's are proportional to the actual binding free energies, we show in Table 6 the ratios between the $\beta, \beta^{\prime}$, and $\omega$ parameters and the value of the $\alpha$ parameter obtained from a series of models (including those in Table 5). The theoretical values of these ratios based on linear response are $\beta / \alpha=1 / 2, \beta^{\prime} / \alpha=1$, and $\omega / \alpha=1$. It can be clearly seen from Table 6 that the relative magnitudes of the LIE coefficients are in good agreement with the theoretical predictions even though their absolute values do not. Although this result indicates that the effective free energies of binding derived from the $\mathrm{IC}_{50}$ 's deviate from the actual binding free energies by a constant proportionality factor, further investigations are needed to confirm this hypothesis.

The constant proportionality factor between the theoretical and calculated LIE coefficients appears to be close to $1 / 2$.

Table 6: Ratios between the LIE Parameter $\beta, \beta^{\prime}$, and $\omega$ and the van der Waals LIE Parameter $\alpha$ Extracted from the Fits to the Experimental HEPT and TIBO Binding Data for the Model Listed Compared to Linear Response Theoretical Values

|  | HEPT set |  |  |  | TIBO set |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| model | $\beta / \alpha$ | $\beta^{\prime} / \alpha$ | $\omega / \alpha$ |  | $\beta / \alpha$ | $\beta^{\prime} / \alpha$ | $\omega / \alpha$ |
| theory | 0.50 | 1 | 1 |  | 0.50 | 1 | 1 |
| MDL1 | 0.55 |  |  |  | 0.67 |  |  |
| MDL1a $^{a}$ | 0.79 | 1.18 |  |  | 0.67 | 1.37 |  |
| MDL2 | 0.47 |  | 1.11 |  | 0.51 |  | 1.11 |
| MDL2a $^{b}$ | 0.45 |  | 1.07 |  | 0.55 |  | 1.24 |
| MDL2b $^{c}$ | 0.68 | 1.06 | 1.18 |  | 0.64 | 1.18 | 1.24 |

${ }^{a}$ Eq 41. ${ }^{b}$ Eq 42 with $\beta^{\prime}=2 \beta .{ }^{c}$ Eq 42.

The values of the $\alpha, \beta^{\prime}$, and $\omega$ coefficients are consistently near 0.5 (see Table 5), whereas the theoretical value for these parameters based on linear response is 1 . Models in which $\omega$ is set to 1 perform significantly worse (data not shown) than MDL2 in which $\omega$ is set to $1 / 2$ (Table 5). Similarly, the calculated value of the $\beta$ coefficients is close to $1 / 4$ as compared to the theoretical value of $1 / 2$. Based on these observations we have attempted to construct a minimally parameterized LIE model for both the HEPT and TIBO compounds by setting the LIE coefficients to their theoretical linear response values reduced by a factor of $1 / 2$. The remaining two parameters for which we do not have a firm theoretical prediction (the parameter $\gamma$ corresponding to the cavity descriptor C , and the intercept $\delta$ ) were allowed to vary to fit to the experimental binding free energies. This model (MDL3 in Table 5) is the most successful in predicting the binding free energies of the HEPT and TIBO compounds separately as measured by the jack-knife correlation coefficient $R_{\text {pred }}{ }^{2}$ and root-mean-square deviation $\mathrm{RMSD}_{\text {pred }}$ -

A noticeable difference between the LIE coefficients of model MDL3 for the HEPT and TIBO compounds is the value of $\gamma$, which is negative $(\gamma=-0.18)$ for the HEPT compounds and positive $(\gamma=0.19)$ for the TIBO compounds. The high statistical significance of this difference is highlighted by the poor results obtained when fitting MDL3 to the combined HEPT and TIBO set. In this fit the $\gamma$ coefficient is close to zero, an intermediate value between the value appropriate for the HEPT compounds and that appropriate for the TIBO compounds, and, as a result, the model is unable to fit accurately the experimental binding free energies. As discussed above we believe that this difference is due to the reorganization free energy of the receptor which opposes binding of the HEPT analogues more than the TIBO analogues, whereas hydrophobicity favors association relatively equally. Based on this result we predict that a hypothetical increase of ligand size, which leaves electrostatic and van der Waals receptor-ligand interactions unchanged, would have opposite effects on the binding affinities of the HEPT and TIBO analogues. For the TIBO analogues the hydrophobic gain due to the increase in the amount of receptor surface area buried by a larger ligand overcomes the opposing effect due the increase of receptor reorganization free energy, leading to stronger binding. For the HEPT analogues, instead, the hydrophobic gain is more
than offset by the increase of receptor reorganization free energy, leading to weaker binding. In practice, however, because it is not possible to modify the size of the ligand without also affecting electrostatic and van der Waals receptor-ligand interaction energies, all of the energetic components of the LIE model need to be considered to accurately predict the effect of ligand modifications.

The success we obtained with MDL3 in predicting the binding free energies of the HEPT and TIBO compounds based on theoretically derived parameters and only one adjustable LIE coefficient (excluding the intercept) raises the question of whether this result is a direct consequence of the receptor and solution environments obeying linear response or simply a coincidental occurrence for the receptor system and ligand sets we analyzed. The results of previous LIE studies on a variety of ligand binding systems are mainly inconclusive on this issue, partly due to difficulty of interpreting results obtained with different LIE regression expressions.

A LIE explicit solvent study of P450cam complexes by Paulsen and Ornstein ${ }^{63}$ has shown that values of LIE coefficients near to their theoretical values of $\alpha=1$ and $\beta$ $=1 / 2$ reproduced well the experimental binding free energies, whereas in a related study Almlöf et al. ${ }^{44}$ reproduced the binding free energies of a similar set of inhibitors of P450cam with a significantly smaller value of the $\alpha$ LIE coefficient. As noted by Amlöf et al. ${ }^{44}$ the difference between the values of $\alpha$ between the two studies is due to the intercept parameter, considered only in the latter study, whose optimal value was found to depend on the hydrophobicity of the receptor site. ${ }^{44}$ Wang et al. ${ }^{64}$ have investigated different values of the van der Waals parameter $\alpha$ in conjunction with $\beta$ set to $1 / 2$ without and intercept parameter. They found that for various ligand-protein complexes the optimal value of $\alpha$ varied from 1 to e 0.1 depending on the hydrophobicity of the binding pocket. In a related study Wang et al. ${ }^{65}$ have compared explicit solvent LIE predictions to rigorous free energy thermodynamic integration (TI) calculations for complexes with streptavidin and established that for these systems values of $\alpha$ and $\beta$ near their theoretical values reproduced well the experimental binding free energies for ligands for which LIE and TI produce consistent results. Cases in which TI produced results in better agreement with the experiments could be rationalized by the inadequacy of the LIE model to properly take into account the free energy cost for reorganizing the receptor pocket. ${ }^{65}$ Earlier LIE studies ${ }^{2,9}$ reported smaller optimal values for the $\alpha$ LIE parameter when setting $\beta$ to $1 / 2$. Clearly, much remains to be done to better understand the factors that influence the values of the LIE coefficients obtained on different systems with different LIE regression equations.

It is conceivable that LIE regression models, such as those adopted in the present work, which include an estimator for the work of cavity formation ${ }^{3,4}$ are more likely to yield electrostatic and van der Waals LIE coefficients consistent with linear response predictions. The values of electrostatic and especially van der Waals LIE coefficients obtained using LIE models without an explicit cavity formation estimator, ${ }^{44}$ and especially those without an intercept parameter, ${ }^{63,65}$ are
instead more likely to absorb effects that are not directly related to electrostatic and van der Waals interactions and are thus not as amenable to rationalization and generalization in terms of linear response theory. Furthermore, because solute-solvent van der Waals interaction energies are not perfectly correlated with the solute surface area, ${ }^{23,66,67}$ surface area-based cavity estimators provide nonredundant information content in addition to the van der Waals estimator, potentially leading to better descriptive accuracy and transferability. However, although it has been generally recognized that the free energy of cavity formation in water approximately scales as the surface area of the solute,,${ }^{23,38}$ the validity of using a surface area estimator to describe the work of ligand cavity formation in the receptor pocket remains to be fully addressed.

## 7. Conclusions

In this paper we have addressed a number of outstanding issues in regard to the theory and practice of LIE modeling for binding free energy prediction. We have reviewed and clarified the linear response theory on which LIE methods are based. Following linear response formalism, we derived expressions for the LIE estimators when the solvent is treated implicitly. We showed that these estimators include descriptors related to the desolvation of receptor atoms which were not considered in a previously reported implicit solvent LIE model. ${ }^{4}$ The form of the estimators we derived are consistent with those proposed previously in the context of the LRA method and the PDLD implicit solvent models ${ }^{10}$ and for the LIE electrostatic estimator with a GB model. ${ }^{12}$ We have also developed a novel class of LIE models that, contrary to current practice, attempt to model independently the processes of insertion of the ligand in the receptor and in solution. These models are motivated by the fact that, potentially, the receptor and the solvent respond differently to the introduction of the ligand.

We have applied these ideas to the problem of the binding free energy estimation of a series of NNRTI inhibitors of HIV-1 RT. LIE descriptors were collected from 57 molecular dynamics simulations of HIV-1 RT complexed with 20 HEPT inhibitors and 37 TIBO inhibitors. Based on the measured binding affinities and the calculated descriptors we developed a series of LIE models. We presented results for three of these models and tested several others. The first model, MDL1, is comparable to previously reported LIE studies for NNRTI binding in both explicit and implicit solvent. Relative to these studies, the predictive accuracy of our MDL1 model is generally superior when applied to the same ligand sets, suggesting that the AGBNP implicit solvation model provides sufficient accuracy for LIE modeling. This result also indicates that the LIE estimators we derived are more appropriate to describe the energetics of the binding process in implicit solvent than previously reported alternatives. The second and third models, MDL2 and MDL3, are novel models designed to treat the hydration free energy of the ligand and the work of inserting the ligand in the receptor independently. MDL2, which has the same number of parameters as MDL1, is found to be superior to MDL1 and to LIE models developed by others for predicting
the binding affinities of the HEPT and TIBO analogues. This result may indicate that LIE models that treat the two insertion processes independently can lead to better prediction accuracy. MDL3, a minimally parametrized version of MDL2 in which some parameters are set to their values predicted by linear response, is found to be superior to MDL1 and MDL2 in terms of predictive ability (jack-knife tests) for the HEPT and TIBO sets individually but not for the two sets combined. We hypothesize that this is caused by the larger sizes of some of the HEPT compounds which induce steric strain of the receptor; an effect which is not taken explicitly into account by the LIE models.

We examined the values of the LIE coefficients obtained from the regression analysis and established that, although they are smaller than expected, their relative magnitudes generally conform to linear response predictions. We are planning calculations to test the applicability of linear response to other protein-ligand binding systems by computing directly the relative free energies of inserting ligands in solution and the protein environment and comparing the results to the corresponding first order cumulant descriptor. The discovery that linear response behavior is generally applicable to protein-ligand binding could provide the basis for the development of minimally parametrized LIE models. Given the substantial reduction of adjustable parameters achievable when assuming linear response for some of the interaction energy contributions and the potential improvement in predictive ability, minimally parametrized models based on linear response, such as the ones presented here, offer a productive route to binding free energy predictions using sparse experimental binding assay data for lead optimization in structure-based drug design.
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## Appendix

In this Appendix we derive eq 30. Let us first consider the process of turning on the ligand charges in the receptor environment. Conceptually we will divide this process into two steps. First the electrostatic ligand-receptor interactions are turned on and then interactions between the ligand and the implicit solvent continuum are turned on. If we assume that the receptor responds to the perturbation as a perfect linear dielectric, the free energy change, $\Delta F_{\text {el }}{ }^{(1)}$, corresponding to the first step is approximately

$$
\begin{equation*}
\Delta F_{\mathrm{el}}^{(1)} \simeq \beta\left\langle V_{\mathrm{el}}\right\rangle_{1} \tag{46}
\end{equation*}
$$

where $\left\langle V_{\mathrm{el}}\right\rangle_{1}$ is the average of the ligand-receptor Coulomb interaction energy in the absence of ligand-continuum solvent electrostatic interactions, and $\beta=1 / 2$ based on eq 13 under the present assumptions. Based on linear response the free energy corresponding to turning on the ligand-implicit solvent continuum electrostatic interactions is

$$
\begin{equation*}
\Delta F_{\mathrm{el}}^{(2)}=\beta^{\prime}\left\langle G_{\mathrm{el}}^{\mathrm{c}}-G_{\mathrm{el}}^{\mathrm{c}^{\prime}}\right\rangle_{\mathrm{c}} \tag{47}
\end{equation*}
$$

where $G_{\mathrm{el}}^{\mathrm{c}}$ is the Generalized Born energy of the receptorligand complex and $G_{\text {el }}^{\mathrm{c}^{\prime}}$ is the Generalized Born energy of complex when the ligand charges are turned off, and the average is taken in the ensemble in which the ligand is fully charged. To derive eq 47 we write the $\lambda$-dependent potential for this process as $U(\lambda)=U_{0}+\lambda V$, where $U_{0}=U_{\text {expl }}+$ $G_{\text {cav }}+G_{\text {vdw }}+G_{\text {el }}^{\mathrm{c}^{\prime}}$ is the reference potential and $V=G_{\text {el }}^{\mathrm{c}}-$ $G_{\text {el }}^{\mathrm{c}^{\prime}}$ is the perturbation. When the ligand and the receptor are both assumed rigid, the free energy change for adding electrostatic solute-continuum solvent interactions reduces to $\Delta F^{(2)}{ }_{\mathrm{el}}=G_{\mathrm{el}}^{\mathrm{c}}-G_{\mathrm{el}}^{\mathrm{c}^{\prime}}$, which is the same as eq 47 with $\beta^{\prime}=$ 1 and with the average replaced by the constant value of the argument. Hence, based on the discussion presented above, in the general case when the ligand and the receptor are flexible and linear response applies, we expect the optimal value of the $\beta^{\prime}$ coefficient in eq 47 to assume values near 1 .

Thus, assuming that in eq 46 the mean ligand-receptor electrostatic interaction energy $\left\langle V_{\text {el }}\right\rangle$ is the same whether the ligand-continuum solvent electrostatic interactions are present or not and assuming that $\beta^{\prime}=2 \beta$, eqs 46 and 47 can be combined to give the linear response expression for the free energy of turning on the ligand charges in the receptor environment

$$
\begin{equation*}
\Delta F_{\mathrm{el}} \simeq \beta\left\langle V_{\mathrm{el}}+2\left(G_{\mathrm{el}}^{\mathrm{c}}-G_{\mathrm{el}}^{\mathrm{c}^{\prime}}\right)\right\rangle_{\mathrm{c}} \tag{48}
\end{equation*}
$$

where the average is taken with the ligand fully interacting with the receptor and solution environments, and $c^{\prime}$ corresponds to the state in which the ligand is uncharged. It is straightforward to show using eq 18 that the difference between $G_{\text {el }}^{\mathrm{c}}$ and $G_{\mathrm{el}}^{\mathrm{c}^{\mathrm{c}}}$ for a given ligand-receptor complex conformation is the sum of the GB self-energies of the ligand atoms plus the sum of the GB pair energies between ligand atoms and between ligand atoms and receptor atoms.

The expression for the LIE estimator for the free energy of adding the van der Waals ligand-receptor and ligandwater interactions to the ligand cavity involves the attractive part of the Lennard-Jones potential and the implicit solvent solute-solvent van der Waals interaction energy $G_{\mathrm{vdw}}$. Following the same derivation as for the electrostatic case and assuming $\alpha \simeq 1$ for both the explicit and implicit contributions, we obtain

$$
\begin{equation*}
\Delta F_{\mathrm{vdw}}=\alpha\left\langle V_{\mathrm{LJ}}^{\mathrm{vdw}}+\left(G_{\mathrm{vdw}}^{\mathrm{c}^{\prime}}-G_{\mathrm{vdw}}^{\mathrm{c}^{\prime \prime}}\right)\right\rangle_{\mathrm{c}^{\prime}} \tag{49}
\end{equation*}
$$

where $V_{\mathrm{LJ}}^{\mathrm{vdw}}$ is the sum of the attractive components of the Lennard-Jones interactions ${ }^{68}$ between ligand and receptor atoms, $G_{\text {vdw }}^{\mathrm{c}^{\prime}}$ is the solute-solvent van der Waals interaction energy of the receptor-ligand complex, $G_{v d w}^{\mathrm{c}^{\prime \prime}}$ is the solutesolvent van der Waals interaction energy of the complex in the absence of van der Waals interactions between the ligand and the solvent, and the average is taken in the state $c^{\prime}$ with the uncharged ligand and with full ligand-receptor and ligand-solvent van der Waals interactions.

We now consider the work of creating the ligand cavity within the receptor site. According to the scheme developed above we should consider as an LIE estimator for this process the average of the difference between the solvent potential of mean force in the presence of the solute cavity and in the absence of the solute cavity plus repulsive interactions
between the ligand atoms and receptor atoms. As above the average is assumed to be taken over the ensemble of conformations generated when the ligand cavity is present. The solvent potential of mean force difference includes two components: the change in $G_{\text {cav }}$ in going from the receptor without the ligand cavity and the receptor with the ligand cavity, and, in addition, the change of the receptor-solvent van der Waals interaction energy and the change of Generalized Born energy of the receptor caused by the increase of the receptor atoms' Born radii due to the introduction of the ligand cavity. The explicit ligand cavity-receptor interactions are modeled using the repulsive component of the LennardJones potential according to the WCA decomposition. ${ }^{68}$ Finally, assuming that linear response applies to processes involving $V_{\mathrm{LJ}}^{\text {rep }}$ and the van der Waals and electrostatic implicit solvent components with the same proportionality coefficients as in eqs 48 and 49, we obtain the following expression for introducing the ligand cavity in the receptor

$$
\begin{align*}
\Delta F_{\mathrm{cav}}=\alpha\left\langle V_{\mathrm{LJ}}^{\mathrm{rep}}+\right. & \left.\left(G_{\mathrm{vdw}}^{\mathrm{c}^{\prime \prime}}-G_{\mathrm{vdw}}^{\mathrm{p}}\right)\right\rangle_{\mathrm{c}^{\prime \prime}}+ \\
& \beta\left\langle 2\left(G_{\mathrm{el}}^{\mathrm{c}^{\prime \prime}}-G_{\mathrm{el}}^{\mathrm{p}}\right)\right\rangle_{\mathrm{c}^{\prime \prime}}+\gamma\left\langle G_{\mathrm{cav}}^{\mathrm{c}^{\prime \prime}}-G_{\mathrm{cav}}^{\mathrm{p}}\right\rangle_{\mathrm{c}^{\prime \prime}} \tag{50}
\end{align*}
$$

where $V_{\mathrm{LJ}}^{\text {rep }}$ is the sum of repulsive Lennard-Jones interactions between the ligand and receptor atoms, $G_{\mathrm{vdw}}^{\mathrm{c}^{\prime \prime}}$ and $G_{\mathrm{el}}^{\mathrm{c}^{\prime \prime}}$ are, respectively, the solute-solvent van der Waals interaction energy and the Generalized Born energy of the complex with the ligand cavity with the ligand-environment van der Waals and electrostatic interactions turned off. $G_{\mathrm{vdw}}^{\mathrm{p}}$ and $G_{\mathrm{el}}^{\mathrm{p}}$ are, respectively, the solute-solvent van der Waals interaction energy and the Generalized Born energy of the receptor conformation obtained from the conformation of the complex after removal of the ligand, $G_{\text {cav }}^{\mathrm{c}^{\prime \prime}}$ is the cavity free energy of the receptor-ligand complex, $G_{\text {cav }}^{\mathrm{p}}$ is the cavity free energy of the complex after removal of the ligand, and $\langle\cdots\rangle_{\mathrm{c}^{\prime \prime}}$ indicates averaging over complex conformations with the ligand cavity.

When considering the three estimators from eqs 48-50 we now make the approximation to evaluate all of the averages in the final state in which the ligand fully interacts with the environment (state $c$ ). We choose to combine the repulsive and attractive WCA components, $V_{\mathrm{LJ}}^{\text {rep }}$ and $V_{\mathrm{LJ}}^{\mathrm{vdw}}$, of the receptor-ligand Lennard-Jones interaction energies to form the total ligand-receptor Lennard-Jones interaction energy, $V_{\mathrm{LJ}}$. Also, when combining the cavity and electrostatic descriptors the $G_{\mathrm{vdw}}^{\mathrm{c}^{\prime \prime}}$ and $G_{\text {el }}^{\mathrm{c}^{\prime \prime}}$ terms cancel out. We then obtain the following expression for the LIE regression equation for the free energy for creating the ligand in the receptor site

$$
\begin{align*}
& \Delta F_{\mathrm{c}} \simeq \alpha\left\langle V_{\mathrm{LJ}}+G_{\mathrm{vdw}}^{\mathrm{c}}-G_{\mathrm{vdw}}^{\mathrm{p}}\right\rangle_{\mathrm{c}}+\beta\left\langle V_{\mathrm{el}}+\right. \\
&\left.2\left(G_{\mathrm{el}}^{\mathrm{c}}-G_{\mathrm{el}}^{\mathrm{p}}\right)\right\rangle_{\mathrm{c}}+\gamma\left\langle G_{\mathrm{cav}}^{\mathrm{c}}-G_{\mathrm{cav}}^{\mathrm{p}}\right\rangle_{\mathrm{c}} \tag{51}
\end{align*}
$$

which is eq 30 .
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#### Abstract

Human cytomegalovirus (HCMV) is a pathogenic agent responsible for morbidity and mortality in immunocompromised and immunosuppressed individuals. HCMV encodes a serine protease that is essential for the production of infectious virions. In this work, we applied molecular dynamics (MD) simulations on HCMV protease models in order to investigate the experimentally observed (i) catalytic activity of the enzyme homodimer and (ii) induced-fit mechanism upon the binding of substrates and peptidyl inhibitors. Long and stable trajectories were obtained for models of the monomeric and dimeric states, free in solution and bound covalently and noncovalently to a peptidyl-activated carbonyl inhibitor, with very good agreement between theoretical and experimental results. The MD results suggest that HCMV protease indeed operates by an induced-fit mechanism. Also, our analysis indicates that the catalytic activity of the dimer is a result of more favorable interactions between the oxyanion in the covalently bound state and the backbone nitrogen of Arg165, resulting in a reaction that is 7.0 $\mathrm{kcal} / \mathrm{mol}$ more exergonic and a more significant thermodynamic driving force. The incipient oxyanion in the transition state should also benefit from the stronger interactions with Arg165, reducing in this manner the intrinsic activation barrier for the reaction in the dimeric state.


## Introduction

Herpesviruses are responsible for several health problems in humans and in most species in the animal kingdom. ${ }^{1}$ All of the herpesviruses are members of one family, the

[^33]Herpesviridae, and have certain common characteristics such as their ability to establish latency during primary infection. ${ }^{2}$ The human herpesviruses have been classified into three subfamilies designated $\alpha, \beta$, and $\gamma$. The $\alpha$ subfamily includes herpes simplex virus type 1 , herpes simplex virus type 2 , and the varicella-zoster virus. The $\beta$-herpesviruses include human cytomegalovirus (HCMV) and human herpesviruses 6 and 7. The $\gamma$ subfamily, which is specific for either B or T lymphocytes, includes Epstein-Barr and Kaposi's sarcomaassociated herpesvirus, also known as human herpesvirus $8 .{ }^{3}$
HCMV is a highly species-specific DNA virus infecting up to $80 \%$ of the general population, though most of these infections are clinically asymptomatic. ${ }^{4}$ HCMV is a leading opportunistic infectious pathogen in individuals with suppressed or compromised immune systems, causing several health problems such as pneumonia, retinitis, and death. ${ }^{4,5}$


Figure 1. Maturational processing of HCMV protease and the assembly protein.

Because the number of organ transplantations and people infected with HIV has increased considerably in the past decades, the search for effective antiviral treatments is of vital importance. ${ }^{5,6} \mathrm{HCMV}$ is also very common in neonates, infecting $1 \%$ of newborn infants. It is estimated that $10 \%$ of these are symptomatic and may experience severe sequelae such as mental retardation and hearing disturbances. ${ }^{5,7}$ Current treatment options for HCMV infections in clinical use include ganciclovir, valganciclovir, foscarnet, cidofovir, and formivirsen. ${ }^{5}$ Although these HCMV DNA-polymerase inhibitors potently reduce viral replication, they exhibit toxicity and require intravenous administration to attain therapeutic levels. Moreover, viral resistance to current drugs is becoming an increasingly serious problem. ${ }^{8,14}$

All members of the herpesvirus family encode a protease that participates in the maturation of the viral capsid, whose activity is essential for the production of infectious virions. ${ }^{15-17}$ Although it has only been demonstrated for herpes simplex virus type $1,{ }^{17}$ on the basis of homology, the protease is assumed to be essential in other herpesviruses. The extensive number of recently published articles aimed at obtaining inhibitors of the HCMV protease shows that this enzyme became an attractive target for the development of anti-herpes agents. ${ }^{4,7,15,18-26}$

The viral genome contains the open reading frame UL80, which encodes the full-length 80 kDa herpesvirus protease and its substrate. ${ }^{15,27}$ Full-length HCMV protease is composed of an N-terminal 256-amino-acid proteolytic domain, a linker region, and a C-terminal structural domain, the scaffolding domain (Figure 1). In HCMV, the assemblin protein precursor (UL80.5 gene product) interacts with the major capsid protein and acts as a scaffold in the nucleus around which the capsid assembles. ${ }^{28,29}$ To allow for the packaging of viral DNA, the full-length protease UL80 gene product undergoes autoproteolytic cleavage at the maturation site (M-site) and the release site (R-site) of the scaffolding domain. In the case of HCMV, the protease catalyzes an additional cleavage at the I-site. ${ }^{30,31}$ The M-site, near the carboxy terminus, removes the carboxy tail from the scaffolding domain and from the assemblin protein precursor, while the R -site releases the N -terminal fragment (proteolytic domain) from the full-length protease gene product. The proteolytic domain fragment retains all the catalytic activity of the full-length protease protein and is generally referred to as HCMV protease. ${ }^{32}$ The I-site produces a two-chain form of the protease that is still catalytically active. ${ }^{30,31}$

Chart 1. Peptidyl-Activated Carbonyl Inhibitor Used in This Work ${ }^{a}$

a The starred atom corresponds to the carbon attacked by Ser132.
Biochemical and mutagenesis studies have identified the herpesvirus protease as a serine protease, though its sequence does not bear any homology to other serine proteases or other proteins in general. ${ }^{15,33}$ Its unusual amino acid sequence and biochemical properties establish the herpesvirus protease as a new class of serine proteases. ${ }^{34-40}$ In HCMV, X-ray crystallographic studies revealed that the protease possesses a unique polypeptide backbone fold and catalytic triad; ${ }^{38-41}$ the third member is a His residue (Ser132, His63, and His157), whereas classical serine proteases have either an Asp or Glu residue. ${ }^{42-46}$ In addition, this enzyme has been shown to operate by an induced-fit mechanism, in contrast to classical serine proteases where substrate binding has generally little impact on the protein conformation. ${ }^{47-50}$ Finally, although crystallographic data indicates that each monomeric subunit possesses a well-separated and complete active site, biochemical studies showed that dimerization is required for catalytic activity. ${ }^{47,51,52}$

In this work, we performed long molecular dynamics (MD) simulations on HCMV protease models to study the experimentally observed induced-fit mechanism operated by the enzyme. More specifically, we aimed at investigating if the binding of a peptidyl-activated carbonyl inhibitor (Chart 1), ${ }^{47}$ prior to covalent adduct formation, induces conformational changes on the enzyme that would bring it to a catalytically active form. Another goal was to understand the structural and energetic factors responsible for the catalytic activity of the enzyme dimer. The current study is a more complete account of the work previously published by our group. ${ }^{50}$

## Computational Details

The crystal structure of HCMV protease in complex with the peptidomimetic inhibitor BILC 821 (PDB code: 2WPO) was used to build our protease models. ${ }^{48}$ The crystal structure contains residues $4-46,53-143,152-200$, and $210-256$ for each of four monomers of the protease belonging to two separate dimers with one inhibitor bound covalently to each protease monomer. Because we are currently interested in determining the structural and energetic requisites that govern the activation of the HCMV protease dimeric form and in studying the conformational changes that occur in the protein prior to and after the covalent adduct formation, six different models have been considered: the dimeric and monomeric forms free in solution ( $\mathbf{D}$ and $\mathbf{M}$, respectively) and complexed noncovalently (DI and MI) and covalently (D-I and M-I) to a peptidyl-activated carbonyl inhibitor (Chart 1), very similar to BILC $821 .{ }^{48}$ The 26 residues of the HCMV protease not observed in the monomers of the crystal structure are in the following regions: $1-3$ at the N terminus of the enzyme, which form a small helix (named $\alpha \mathrm{N}$ ), 4752 at loop L3, 144-151 at loop L9, and 201-209 at loop


Figure 2. RMSD calculated along the MD trajectories for (a) D, (b) DI, (c) D-I, (d) M, (e) MI, and (f) M-I. In the a, b, and c plots, the black and gray lines correspond to monomers $A$ and $B$, respectively.


Figure 3. (Top) Calculated B factors for monomer A of DI (solid line) and monomer A of $\mathbf{D}$ (dashed line). (Bottom) Calculated B factors for MI (solid line) and M (dashed line).

L13. To obtain the complete set of coordinates, we added the missing residues to both monomers of D-I; this structure originated the starting points of MD trajectories of 3 ns for each model. Details for the model building and MD simulations can be found in ref 62. All calculations were performed using the AMBER7 package with the Cornell et al. force field. ${ }^{53,54}$

## Results and Discussion

The Induced-Fit Mechanism. To assess the stability of the simulations, the root-mean-squared deviation (RMSD) of the $\mathrm{C} \alpha$ atoms for all models with respect to the corresponding starting structure was monitored (Figure 2). The results show that stable trajectories were obtained. Most importantly, the calculated isotropic temperature factor ( $B$-factor) from the MD trajectories of $\mathbf{D}$ and $\mathbf{D}-\mathbf{I}$ agree very well with the experimental data as previously reported. ${ }^{50}$

To analyze the changes in atomic fluctuations between the bound and unbound forms of the dimer and monomer of the protease, the calculated $B$-factors for $\mathbf{D I}$ and $\mathbf{D}$ and $\mathbf{M I}$ and $\mathbf{M}$ were plotted in Figure 3. In our models, the complex formation increases the mobility of atoms in different regions
of the enzyme, but this is much more pronounced for the dimeric state. More specifically, residues 35-90 in $\alpha A$, L3, $\beta 2, \mathrm{~L} 4, \beta 3, \mathrm{~L} 5$, and $\beta 4$ and residues $130-160$ in $\beta 5, \mathrm{~L} 9$, and $\beta 6$, which are located around the active site, are more ordered in the free enzyme than in the noncovalent complex. The increase in fluctuations observed for these regions is associated with a loss of hydrogen bonds between protein residues. Figure 4 shows the residues $35-90$ and $130-160$ and the hydrogen bonds (dashed lines) with occupancy greater than $50 \%$ that are present in the $\mathbf{D}$ model but not in DI. This demonstrates that the inhibitor binding, before the formation of the covalent bond, has a significant impact on the protein dynamics.

Significant conformational changes were observed experimentally in the dimer upon covalent binding of peptidylactivated carbonyl inhibitors. ${ }^{48,49}$ As shown in our previous work, ${ }^{50}$ the comparison between the average structures for the monomers A of $\mathbf{D I}$ and $\mathbf{D}$ indicates that the conformational changes are not associated with the adduct formation, but rather with the formation of the noncovalent complex.

Tong and co-workers ${ }^{48}$ verified that, if the unbound and covalently bound dimeric states are superimposed using one


Figure 4. Cartoon representation of segments 35-90 and 130-160 for the D model. Dashed lines correspond to hydrogen bonds with occupancy greater than $50 \%$ found in the MD trajectory of $\mathbf{D}$, but not in $\mathbf{D I}$. To better localize the active site, the $\mathbf{D}$ and DI models were superimposed and only the inhibitor in DI is displayed.


Figure 5. Superposition of the average structures obtained for DI (black) and D (gray) using monomer A as reference.
of the monomers as a reference, a rotation of $6.5^{\circ}$ around an axis mostly perpendicular to the dimer 2 -fold axis is needed to bring the second monomer into an overlapping position. This experimental observation was reproduced in our MD simulations of $\mathbf{D}$ and DI. It should be noted that the trajectories for $\mathbf{D}$ and DI were obtained using the crystal structure for the covalent complex as the starting point, which suggests that the sampling was adequate. Figure 5 shows
the superposition of the average structures for $\mathbf{D}$ and DI using monomer A as a reference.

The cause of the change in the dimer organization is currently unknown. In order to investigate it, the following geometric parameters were monitored for the DI and D trajectories: (i) the distance between the center of mass of each monomer and (ii) the angle between the vectors $V_{1}$ and $V_{2}$, defined by the distance between the center of mass of each monomer in DI $\left(V_{1}\right)$ and $\mathbf{D}\left(V_{2}\right)$ (Figure 6e)-in both models, the vector origins are the center of mass of monomer A; (iii) the angle defined by the centers of mass of monomer A, helices $\alpha$ F, and monomer B (A $\alpha F B$; Figure 6f, left); and (iv) the dihedral angle defined by the center of mass of monomer A, the $\mathrm{C} \alpha$ atoms of Ser225 of helices $\alpha \mathrm{F}$ of both monomers, and the center of mass of monomer $B$ (Figure 6f, right).

Figure 6a shows that both DI and D have nearly the same distance between the centers of mass. Figure 6 b shows that the angle between the vectors $V_{1}$ and $V_{2}$ oscillates around $6.0^{\circ}$. The noncovalent complex formation induces a rotation of monomer B around an axis mostly perpendicular to the dimer 2-fold axis, as shown in Figure 6c. After ca. 1 ns, the gap between the angles $A \alpha F B$ for $\mathbf{D I}$ and $\mathbf{D}$ oscillates around $5.0^{\circ}$, in excellent agreement with the experimental value of $6.5^{\circ}$. Finally, as can be seen in Figure 6d, the dihedral angle as defined above also changes upon noncovalent binding. Interestingly, the changes for this dihedral angle and the angle $\mathrm{A} \alpha \mathrm{FB}$ seem to be strongly correlated. As the angle $\mathrm{A} \alpha \mathrm{FB}$ for $\mathbf{D}$ becomes more linear, its dihedral angle becomes more planar. As the angle $\mathrm{A} \alpha \mathrm{FB}$ and the dihedral angle get closer to $180^{\circ}$, an increase in the distance between the centers of mass of monomers A and B should occur; this was not observed in the MD simulations. Therefore, a translation of monomer B with respect to monomer A must accompany


Figure 6. Plots corresponding to the time dependence of the following geometric parameters: (a) distance between the center of mass of each monomer; (b) angle between vectors $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$, defined by the distance between the center of mass of each monomer in $\mathbf{D I}\left(\mathrm{V}_{1}\right)$ and $\mathbf{D}\left(\mathrm{V}_{2}\right)$; (c) angle defined by the centers of mass of monomer A , helices $\alpha \mathrm{F}$, and monomer B ; (d) dihedral angle defined by the center of mass of monomer A, the C $\alpha$ atoms of Ser225 of helices $\alpha \mathrm{F}$ of both monomers, and the center of mass of monomer $B$; (e) schematic representation of vectors $V_{1}, V_{1}$, and $V_{2}$; (f) left, schematic representation of angle defined in c and, right, schematic representation of the dihedral angle defined in d . In graphics a, c, and d, solid and dashed lines correspond to the $\mathbf{D}$ and $\mathbf{D I}$ models, respectively.
the angle $\mathrm{A} \alpha \mathrm{FB}$ and the dihedral angle motions in order to keep the distance between the centers of mass roughly constant.

The changes in protein organization and conformation observed experimentally for the dimer covalently bound to BILC 821 were well-reproduced by the MD simulations of the noncovalent complex model, before the formation of the
tetrahedral intermediate. This suggests that the HCMV protease operates by an induced-fit mechanism. ${ }^{47}$

Why is the Dimer Required for Catalytic Activity? Dynamic cross correlation matrix $\left(\mathbf{C}_{i j}\right)$ was applied to study the collective motions related to the monomer-monomer interactions. ${ }^{55-60} \mathbf{C}_{i j}$ elements were obtained from their respective covariance matrix elements $c_{i j}$ given by eq 1 ,


Figure 7. (a) Bidimensional representation of the dynamic cross correlation matrix elements calculated for D. Horizontal and vertical axes correspond to residues from monomers A and B, respectively. (b) Protease regions with intermonomer correlated motions are shown in yellow (interface) and red (active site).
where $r_{i}$ is the atom $i$ Cartesian coordinate vector and $<>$ represents a time average.

$$
\begin{equation*}
c_{i j}=\left\langle\left(r_{i}-\left\langle r_{i}\right\rangle\right)\left(r_{j}-\left\langle r_{j}\right\rangle\right)\right\rangle=\left\langle r_{i} \cdot r_{j}\right\rangle-\left\langle r_{i}\right\rangle\left\langle r_{j}\right\rangle \tag{1}
\end{equation*}
$$

When the $c_{i j}$ terms are expanded, where $t_{\text {aver }}$ is the time used to calculate the average value and $\Delta t$ is the time interval between two consecutive configurations, eq 2 is obtained.
$c_{i j}=\frac{\Delta t}{t_{\mathrm{aver}}}\left\{\sum_{i=0}^{t_{\mathrm{aver}}-\Delta t} r_{i}(t) r_{j}(t)-\right.$

$$
\begin{equation*}
\left.\frac{\Delta t}{t_{\mathrm{aver}}}\left[\sum_{t=0}^{t_{\mathrm{aver}}-\Delta t} r_{i}(t) r_{j}(t)\right] \times\left[\sum_{i=0}^{t_{\mathrm{aver}}-\Delta t} r_{j}(t) r_{j}(t)\right]\right\} \tag{2}
\end{equation*}
$$

Finally, the elements of the dynamic cross-correlation matrix,
or normalized covariance, are defined as in eq 3.

$$
\begin{equation*}
\mathbf{C}_{i j}=\frac{c_{i j}}{c_{i i}^{1 / 2} c_{j j}^{1 / 2}}=\frac{\left\langle r_{i} \cdot r_{j}\right\rangle-\left\langle r_{i}\right\rangle\left\langle r_{j}\right\rangle}{\left[\left(\left\langle r_{i}^{2}\right\rangle-\left\langle r_{i}\right\rangle^{2}\right)\left(\left\langle r_{j}^{2}\right\rangle-\left\langle r_{j}\right\rangle^{2}\right)\right]^{1 / 2}} \tag{3}
\end{equation*}
$$

$\mathbf{C}_{i j}$ values vary from -1 to +1 . Positive and negative values represent motions that are correlated and anticorrelated, respectively. The closer the value is to +1 or -1 for a pair of residues, the more correlated or anticorrelated their motions are, respectively. The dynamic cross-correlation matrix was calculated by averaging six blocks of 200 ps , with an offset of 50 ps , along the last 1.5 ns of the MD trajectories. To prevent the inclusion of spurious and artificially correlated motions, ${ }^{55}$ the following residues were used in the fitting procedure: $13-23,57-61,67-78,81-$ $89,130-134,156-161$, and $169-174$ in the $\beta 1-\beta 7$ sheets


Figure 8. (a) Bidimensional representation of the dynamic cross correlation matrix elements calculated for DI. Horizontal and vertical axes correspond to residues from monomers A and B, respectively. (b) Protease regions with intermonomer correlated motions are shown in yellow (interface) and red (active site).
of both monomers. These residues are in the least flexible region of the protease.

Figures 7 and 8 show the dynamic cross-correlation matrix and the most relevant regions with intermonomer correlated motions obtained for the $\mathbf{D}$ and $\mathbf{D I}$ models, respectively. As expected, the intermonomer motions for residues close to the interface are strongly correlated (residues in yellow). Moreover, it was possible to identify correlated motions between residues from both active sites, which are separated by more than $30 \AA$ (residues in red). Interestingly, while the correlated motions between residues located near the dimer interface decrease in DI, the noncovalent binding increases the number of intermonomer correlated motions between the active sites (Figures 7 and 8). Previous works claim that correlated and anticorrelated motions in the active site region may reduce the activation barrier through an increase in the
number of reactive conformations sampled by the noncovalently bound complex. ${ }^{56,61}$

In order to investigate that, we monitored the interactions for the subsystem composed by the inhibitor and the catalytic triad in the noncovalently bound complex models. In both DI and MI, Ser132 is hydrogen-bonded to His63; the calculated distance between the Ser 132 side-chain oxygen and His63 nitrogen $\mathrm{N} \epsilon_{2}$ oscillates around $2.8 \AA$, while the angle $\mathrm{Ser}_{132} \mathrm{O}-\mathrm{Ser}_{132} \mathrm{H}-\mathrm{His}_{63} \mathrm{~N} \epsilon_{2}$ fluctuates moderately around $170^{\circ}$ (Chart 2). For both models, the His63 nitrogen $\mathrm{N} \delta_{1}$ is hydrogen-bonded to His157 with occupancies of $62 \%$ for DI and $66 \%$ for MI. To verify whether Ser 132 maintains its reactive orientation along the trajectories of DI and MI, we monitored the distance and the attacking angle between the Ser 132 side-chain oxygen and the inhibitor's activated carbonyl group. In both models, the calculated distance

Chart 2. Representation of the Interactions Monitored for the Subsystem Composed by the Inhibitor and the Catalytic Triad in MI and DI


$\left(\operatorname{Ser}_{132} \mathrm{O}-\mathrm{C}_{1}\right)$ and the angle $\left(\operatorname{Ser}_{132} \mathrm{O}-\mathrm{C}_{1}-\mathrm{O}_{2}\right)$ fluctuate slightly around $2.9 \AA$ and $95^{\circ}$, respectively (Chart 2). This seems to indicate that the presence of monomer-monomer interactions and correlated motions are not crucial to increase the number of reactive conformations and for the catalytic triad to orient properly in order to attack the inhibitor. Although the correlated motions between the active sites might not influence the activation barrier as discussed above, they still could have an impact in the reaction rate for the dimer by increasing its transmission factor. In other words, the presence of a network of coupled motions throughout the dimer would increase the probability of sampling conformations conducive to the catalyzed chemical reaction. ${ }^{62}$

In the crystal structure for the covalent complex between the protease and BILC 821, Arg 165 interacts with the resulting oxyanion through its backbone NH. In addition, it has been suggested that the oxyanion is further stabilized by a water-mediated hydrogen bond with the side chain of Arg 166. ${ }^{63}$ Arg 165 and Arg 166 are highly conserved among all herpesvirus proteases. Liang and co-workers have shown through site-directed mutagenesis that, while the substitution of Arg 166 by alanine has led to ablation of the enzymatic activity without detectable change in the HCMV protease conformation, the substitution of $\operatorname{Arg} 165$ by alanine revealed only a 2.7 -fold reduction in activity. ${ }^{63}$

The role of these residues in the catalytic activity of the dimer was investigated by monitoring their interactions with the activated carbonyl oxygen of the inhibitor along the trajectories for DI, D-I, MI, and M-I. For Arg165, while the average distance between its backbone nitrogen and the carbonyl oxygen is ca. $2.9 \AA$ for all models, the angle for this hydrogen bond changes significantly for D-I. Figure 9 shows that the angle distributions for the noncovalently and covalently bound complexes for the monomer are essentially the same. In the dimeric state, however, the angle distribution becomes narrower and its peak is shifted to more linear values upon formation of the oxyanion. A per-residue interaction energy analysis revealed that the more favorable interactions between the oxyanion and $\operatorname{Arg} 165$ translate into a reaction that is $7.0 \mathrm{kcal} / \mathrm{mol}$ more exergonic for the dimer, indicating a more significant thermodynamic driving force. The incipient oxyanion in the transition state should also benefit from the stronger interactions with Arg 165 , reducing the intrinsic barrier in the dimeric state. Quantum mechanics/ molecular mechanics (QM/MM) simulations performed by our group show that the reaction is $6.6 \mathrm{kcal} / \mathrm{mol}$ more exothermic and the barrier is reduced by $8.1 \mathrm{kcal} / \mathrm{mol}$ in the


Figure 9. $\mathrm{Arg}_{165} \mathrm{~N}$ - $\operatorname{Arg}_{165} \mathrm{H}$-oxyanion angle distribution for the noncovalent (gray) and covalent complexes (light gray).
dimeric state. The results also show that $\operatorname{Arg} 165$ is primarily responsible for it. This study will be published elsewhere.

For Arg166, the water-mediated hydrogen bond between its side chain and the oxyanion has not been characterized in our MD simulations. In fact, no hydrogen bonds between Arg 166 and the oxyanion were formed in any models (Figure 10). Also, the per-residue interaction energy analysis did not show any significant contribution from this residue to the catalytic activity of the dimer. Although our results are at odds with the results from mutagenesis experiments, the latter should be interpreted carefully. For example, the Arg 166Ala mutation might abolish the enzymatic activity of the dimer not because important interactions between $\operatorname{Arg} 166$ and the oxyanion were lost but because of perturbations introduced by this mutation in the interactions with Arg165. In conclusion, our results suggest that only the dimeric form of the protease is able to reorient the main-chain atoms of Arg 165 along the reaction coordinate in order to stabilize more efficiently the oxyanion formed in the reaction pathway.


Figure 10. Noncovalently and covalently bound complexes for the dimeric state. The catalytic triad and the interactions between the inhibitor and Arg165 are illustrated. Parts of the inhibitor and other residues were excluded for clarity.

## Conclusions

In this work, we used MD simulations to investigate the experimentally observed catalytic activity of the HCMV protease homodimer and the induced-fit mechanism upon the binding of substrates and peptidyl inhibitors. Long and stable trajectories were obtained for models of the monomeric and dimeric states, free in solution and bound covalently and noncovalently to a peptidyl-activated carbonyl inhibitor. Conformational changes observed experimentally for the dimer upon covalent binding were reproduced by the MD simulations of the noncovalent complex model, demonstrating that the HCMV protease operates by an induced-fit mechanism.

Dynamic cross-correlation analysis revealed that the noncovalent binding increases intermonomer correlated motions between residues of both active sites. The presence of a network of coupled motions throughout the enzyme could have a positive impact in the reaction rate for the dimer through the increase of its transmission factor. Finally, our results indicate that the catalytic activity of the dimer is a result of more favorable interactions between the oxyanion in the covalently bound state and the backbone nitrogen of $\operatorname{Arg} 165$, resulting in a reaction that is $7.0 \mathrm{kcal} / \mathrm{mol}$ more exergonic and a more significant thermodynamic driving force. The intrinsic activation barrier for the reaction in the dimeric state should also be reduced as the incipient oxyanion in the transition state would likely benefit from the stronger interactions with $\operatorname{Arg} 165$. This is supported by QM/MM simulations performed by our group, which shows that the activation barrier is reduced by $8.1 \mathrm{kcal} / \mathrm{mol}$ in the dimeric state. The results for this study will be published elsewhere.
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#### Abstract

Forty density functionals and one wavefunction method are assessed against a recently published database of accurate noncovalent interaction energies of biological importance. The comparison shows that two newly developed density functional theory (DFT) methods, PWB6K and M05-2X, give the best performance for this benchmark database of 22 noncovalent complexes, including both hydrogen-bonding and dispersion-dominated complexes. In contrast, the more popular B3LYP and PBEh functionals fail to describe the interactions in the dispersiondominated complexes. The local spin density approximation and BHandH functionals give good performance for dispersion-dominated interactions at the expense of a large error for hydrogen bonding. PWB6K and M05-2X constitute a new generation of DFT methods based on simultaneously optimized exchange and correlation functionals that include kinetic energy density in both the exchange and correlation functional, and the present study confirms that they have greatly improved performance for noncovalent interactions as compared to previous DFT methods. We interpret this as being due to an improved treatment of medium-range correlation effects by the exchange-correlation functional. We recommend the PWB6K and M05-2X methods for investigating large biological systems and soft materials.


## 1. Introduction

Noncovalent interactions ${ }^{1-10}$ play very important roles in biological science for problems such as protein folding and nucleobase packing and stacking. An accurate description of noncovalent interactions is also a key to predicting ligand binding and structures in proteins, DNA, and RNA. The accurate description of noncovalent interactions is also one of the challenges in modeling solvation, supramolecular chemistry, and soft materials. However, the available computational methods are not entirely satisfactory. On one hand, state-of-the-art correlated wave function theory [WFT; for example, $\operatorname{CCSD}(\mathrm{T})^{11}$ ] is prohibitively expensive to apply to the complex systems of interest. On the other hand, the more affordable density functional theory (DFT) ${ }^{12-14}$ has only been widely validated for its capabilities to treat covalent interactions such as heat of formation and atomization energies, and validations are less complete for noncovalent interac-

[^34]tions. Furthermore, until very recently, ${ }^{15-21}$ available density functionals were too inaccurate for many demanding problems including noncovalent interactions. ${ }^{22-26}$

The first step toward improving the functionals is to assess the quality of existing functionals to establish a baseline. To accomplish this, we developed ${ }^{27}$ a database for noncovalent interactions that contains six hydrogen-bonded complexes (HB6/04), seven charge-transfer complexes (CT7/04), six dipole-interaction complexes (DI6/04), and nine weakinteraction complexes (WI9/04). More recently, we split the WI9/04 data and added more data to create a WI7/05 data set that excludes $\pi-\pi$ stacking plus a separate data set of five $\pi-\pi$ stacking complexes (PPS5/05). ${ }^{28}$ Merging the HB6, CT7, DI6, WI7, and PP5 data sets gives a noncovalent database ( $\mathrm{NC} 31 / 05$ ) that is composed of small complexes involving first-row and second-row elements. This has been employed to test $\mathrm{DFT}^{27}$ and other model chemistry methods. ${ }^{29}$ We have also employed this noncovalent database (along with other data including covalent interactions, barrier
heights, and ionization potentials) to develop new DFT functionals, such as PWB6K ${ }^{17}$ and M05-2X. ${ }^{21}$ In a short communication, ${ }^{19}$ we compared the performances of six DFT methods for the prediction of interaction energies of two hydrogen-bonded Watson-Crick base pairs, six stacked nucleobase pairs, and five amino acid residue pairs, and we found that PWB6K gives very good performance. In the present study, we expand the work in that communication, and we assess the capability of 40 density functionals and one level of WFT, namely Møller-Plesset second-order perturbation theory (MP2), ${ }^{30}$ for predicting interaction energies against a benchmark noncovalent data set recently proposed by Jurecka et al. ${ }^{31}$ Although the 40 functionals considered here represent a wide variety of functional types [local spin density, ${ }^{32}$ generalized gradient approximation (GGA), ${ }^{33-42}$ hybrid, ${ }^{39-41,43-49}$ meta GGA, ${ }^{50-52}$ and hybrid meta GGA $\left.{ }^{17,21,48,50,51,53-56}\right]$, none of them model the asymptotic dipolar nature of dispersion interactions explicitly. Thus, these functionals can be accurate at the distances of van der Waals minima but not in the long-range limit that would be important, for example, for small-angle scattering of rare gases in molecular beams. ${ }^{57}$ Another class of functionals that considers the long-range functional forms explicitly is also being developed, ${ }^{58-61}$ and these functionals are very promising. Nevertheless, they are beyond our scope in the present study.

Since 2003, the research groups of Hobza and Sponer have published several papers on accurate stabilization energies of hydrogen-bonded and stacked DNA and RNA base pairs ${ }^{9,62-66}$ as well as amino acid residue pairs. ${ }^{67}$ Recently, they merged all these data into a data set, called JCSH$2005 .{ }^{31}$ The JSCH-2005 set consists of more than 100 DNA base pairs, amino acid residue pairs, and model complexes which are of biological importance. They also proposed a smaller screening set (S22) of 22 model complexes to quickly assess the quality of theoretical models. In the present study, the S22 database is employed to test 40 DFT functionals and one level of WFT: MP2. It is particularly appropriate to include MP2 in this study because it is widely used to study noncovalent interactions, when affordable (for moder-ate-size and large systems, it is considerably more expensive than DFT).

Section 2 describes the S22 database and the computational methods used in the present work. Section 3 presents results and discussion, and section 4 has concluding remarks.

## 2. Database and Computational Methods

2.1. S22 Database. The S22 database is a data set of 22 weakly bonded molecular complexes of biological importance. This database was developed by Jurecka et al., who divided the S22 set into three subsets, namely, seven hydrogen-bonded complexes, eight dispersion-dominated complexes (it might have been preferable to call the interactions in these complexes dispersion-like because some theorists define dispersion interactions only in the long-range limit, but we will use their label for consistency), and seven mixed complexes. The reference interaction energies for the S22 data set were calculated by the following scheme:

$$
\begin{align*}
& \Delta E^{\mathrm{CCSD}(\mathrm{~T})} \mathrm{CBS}= \\
&  \tag{1}\\
& \\
& \Delta E^{\mathrm{MP2} 2} \mathrm{CBS}+\left(\Delta E^{\mathrm{CCSD}(\mathrm{~T})}-\Delta E^{\mathrm{MP} 2}\right)_{\text {small basis }}
\end{align*}
$$

where a complete basis set (CBS) limit $\operatorname{CCSD}(\mathrm{T})$ interaction energy is approximated by a CBS MP2 interaction energy plus a difference between $\operatorname{CCSD}(\mathrm{T})$ and MP2 interaction energies $\left(\Delta E^{\mathrm{CCSD}(\mathrm{T})}-\Delta E^{\mathrm{MP2}}\right)$ evaluated with a relatively small basis set that was specifically designed ${ }^{1,62}$ for this purpose. This is based on the assumption that the $\left(\Delta E^{\mathrm{CCSD}(\mathrm{T})}\right.$ $-\Delta E^{\mathrm{MP} 2}$ ) term has faster convergence than $\Delta E^{\mathrm{CCSD}(\mathrm{T})}$ with respect to the basis set, and thus this difference can be evaluated with a small or mid-sized basis set. This assumption has been validated for some model hydrogen-bonded ${ }^{68}$ and stacked model complexes. ${ }^{62}$ The best estimates of the interaction energies in the S22 database were taken from the paper by Jurecka et al., ${ }^{31}$ and they are listed in the Supporting Information (Table S1). The structures of these noncovalent complexes are shown in Figures 1-3.
2.2. Computational Methods. All DFT calculations were carried out using a locally modified Gaussian $03^{69}$ program. The tested density functionals are detailed in Table 1. In each case, we specify the year that the functional was first published, the functional forms used for dependence on spin density ( $\rho_{\sigma}$, where $\sigma$ is the component of spin angular momentum along an axis) and the spin density gradient $\left(\nabla \rho_{\sigma}\right)$, whether or not the functional includes spin kinetic energy density $\left(\tau_{\sigma}\right)$ in the exchange and correlation functionals, and whether the correlation functional is self-correlation-free (SCorF). Table 2 also contains two columns (one for the exchange functional and one for the correlation functional) that tell whether or not the functional reduces to the correct uniform electron gas (UEG) limit when $\nabla \rho_{\sigma} \rightarrow$ 0 and $\tau_{\sigma} \rightarrow \tau_{\sigma}^{\text {LSDA }}$ (where $\tau_{\sigma}^{\text {LSDA }}$ is the value assumed by $\tau_{\sigma}$ in the UEG limit; LSDA stands for local spin density approximation) and another column that tells the percentage $X$ of Hartree-Fock (HF) exchange in the functional.

Because many conventional DFT functionals (e.g., B3LYP and X3LYP) fail ${ }^{23}$ to predict the minima of the stacked complexes in the S22 database, we test all 40 density functionals with the best estimated geometries specified in Table S1, and these geometries were obtained from the Supporting Information of the paper by Jurecka et al. ${ }^{31} \mathrm{We}$ also performed geometry optimization with the best performing functional, M05-2X, and these will be discussed separately (in section 3.6).

We used an augmented polarized valence double- $\zeta$ basis set labeled DIDZ [which is denoted $6-31+\mathrm{G}(\mathrm{d}, \mathrm{p})]^{70}$ for most of the calculations (all calculations except those discussed in section 3.5) We use the $6-31+\mathrm{G}(\mathrm{d}, \mathrm{p})$ basis set because the goal of the present paper is not to obtain benchmark interaction energies for these noncovalent complexes or study the prediction of the functionals in the theoretically interesting infinite-basis limit, but rather to assess the performance of DFT methods for the calculation of noncovalent interactions with a moderate basis set suitable for practical calculations on complex systems. Csonka et al. ${ }^{71-73}$ reported that the diffuse functions are very important to obtain reasonable DFT results, but they also showed that the $6-31+G(d)$ basis set gives a systematic overbinding for weak
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interactions, so we performed calculations both with and without counterpoise (CP) corrections ${ }^{74,75}$ for basis set superposition error (BSSE). To investigate the effect of basis set size and confirm that the methods that give good results with the $6-31+G(d, p)$ basis set do not do so because of some accidental cancellation of functional-related errors and basis-set-related errors, we also performed calculations with a triple- $\zeta$ basis set, namely, $6-311+\mathrm{G}(2 \mathrm{df}, 2 \mathrm{p})$.

For further analyses, and following the work by Shibasaki et al., ${ }^{76}$ we calculated the intermolecular potential of the $\mathrm{C}_{6} \mathrm{H}_{6}-\mathrm{CH}_{4}$ complex with the $6-311+\mathrm{G}(2 \mathrm{df}, 2 \mathrm{p})$ basis set.

## 3. Results and Discussion

The statistical errors for 15 methods (the four best-performing hybrid meta functionals, three best-performing hybrid GGAs, three best-performing meta-GGAs, three best-performing

Table 1. Tested DFT Methods

| method | year | ref(s) | exchange |  |  |  | correlation |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\rho_{, \sigma} \nabla \rho_{\sigma}$ | $X$ | $\tau$ ? | UEG? | $\rho_{\sigma}, \nabla \rho_{\sigma}$ | $\tau$ ? | SCorF? | UEG? |
| BP86 | 1988 | 33, 34 | B88 | 0 | no | yes | P86 | no | no | yes |
| BLYP | 1988 | 34, 35 | B88 | 0 | no | yes | LYP | no | yes | no |
| PW91 | 1991 | 36 | PW91 | 0 | no | yes | PW91 | no | no | yes |
| $L^{\text {SDA }}{ }^{\text {a }}$ | 1992 | 32, 103 | Slater | 0 | no | yes | PW91-L | no | no | yes |
| BHandH ${ }^{\text {b }}$ | 1993 | 34, 35 | Slater | 50 | no | yes | LYP | no | yes | no |
| BHandHLYP ${ }^{\text {b }}$ | 1993 | 34, 35 | B88 | 50 | no | yes | LYP | no | yes | no |
| B3LYP | 1994 | 34, 35, 43 | B88 | 20 | no | yes | LYP | no | yes | no |
| BB95 | 1996 | 34, 50 | B88 | 0 | no | yes | B95 | yes | yes | yes |
| B1B95 | 1996 | 34,50 | B88 | 28 | no | yes | B95 | yes | yes | yes |
| G96LYP | 1996 | 35, 37 | G96 | 0 | no | yes | LYP | no | yes | no |
| PBE | 1996 | 38 | PBE | 0 | no | yes | PBE | no | no | yes |
| mPWPW ${ }^{\text {c }}$ | 1998 | 36, 39 | mPW | 0 | no | yes | PW91 | no | no | yes |
| MPWLYP | 1998 | 35, 39 | mPW | 0 | no | yes | LYP | no | yes | no |
| mPWB95 | 1998 | 50, 39 | mPW | 0 | no | yes | B95 | yes | yes | yes |
| mPW1PW ${ }^{\text {d }}$ | 1998 | 36, 39 | mPW | 25 | no | yes | PW91 | no | no | yes |
| B98 | 1998 | 44 | B98 | 21.98 | no | no | B98 | no | no | no |
| VSXC | 1998 | 104 | VSXC | 0 | yes | no | VSXC | yes | yes | no |
| HCTH | 1998 | 40 | HCTH | 0 | no | no | HCTH | no | no | no |
| B97-1 | 1998 | 40 | B97-1 | 21 | no | no | B97-1 | no | no | no |
| PBEh ${ }^{\text {e }}$ | 1999 | 45 | PBE | 25 | no | yes | PBE | no | no | yes |
| MPW1K | 2000 | 46 | mPW | 42.8 | no | yes | PW91 | no | no | yes |
| B97-2 | 2001 | 40 | B97-2 | 21 | no | no | B97-2 | no | no | no |
| OLYP | 2001 | 41 | OPTX | 0 | no | no | LYP | no | yes | no |
| O3LYP | 2001 | 41 | OPTX | 11.61 | no | no | LYP | no | yes | no |
| $\tau$-HCTH | 2002 | 51 | $\tau$-HCTH | 0 | yes | no | $\tau$-HCTH | no | no | no |
| $\tau$-HCTHh | 2002 | 51 | $\tau$-HCTHh | 15 | yes | no | $\tau$-HCTHh | no | no | no |
| TPSS | 2003 | 52 | TPSS | 0 | yes | yes | TPSS | yes | yes | yes |
| TPSSh | 2003 | 53 | TPSS | 10 | yes | yes | TPSS | yes | yes | yes |
| X3LYP | 2004 | 35, 47 | X | 21.8 | no | yes | LYP | no | yes | no |
| BB1K | 2004 | 34, 50, 54 | B88 | 42 | no | yes | B95 | yes | yes | yes |
| BMK | 2004 | 55 | BMK | 42 | yes | no | BMK | no | no | no |
| MPW3LYP | 2004 | 50, 48 | mPW | 20 | no | yes | B95 | yes | yes | yes |
| MPW1B95 | 2004 | 50, 39, 48 | mPW | 31 | no | yes | B95 | yes | yes | yes |
| MPWB1K | 2004 | 50, 39, 48 | mPW | 44 | no | yes | B95 | yes | yes | yes |
| PW6B95 | 2005 | 17 | PW6B95 | 28 | no | yes | PW6B95 | yes | yes | yes |
| PWB6K | 2005 | 17 | PWB6K | 46 | no | yes | PWB6K | yes | yes | yes |
| PBE1W | 2005 | 42 | PBE | 0 | no | yes | Scaled PBE | no | no | yes |
| B97-3 | 2005 | 49 | B97-3 | 26.93 | no | no | B97-3 | no | no | no |
| M05 | 2005 | 56 | M05 | 28 | yes | yes | M05 | yes | yes | yes |
| M05-2X | 2006 | 21 | M05-2X | 56 | yes | yes | M05-2X | yes | yes | yes |

${ }^{a}$ Instead of using VWN, we use PW91-local for the LSDA correlation. ${ }^{b}$ Although inspired by Becke's paper, 105 the BHandH and BHandHLYP functionals defined in Gaussian03 are different from the original ones in Becke's paper. (See http://www.gaussian.com/g_ur/k_dft.htm.) ${ }^{c}$ Also called mPWPW91. ${ }^{d}$ Also called mPW1PW91, mPW0 or MPW25. ${ }^{e}$ Also called PBE0 or PBE1PBE.

GGAs, one LSDA, and MP2) are tabulated in Tables 2-4, and the calculated interaction energies for 40 functionals and MP2 are given in Tables S2-S4 of the Supporting Information. Statistical errors comparable to those in Tables 2-4 for all 41 methods are given in Tables S5-S7 of the Supporting Information. In Tables $2-4$, we tabulate mean unsigned error (MUE, same as mean absolute deviation), mean signed error (MSE), and MMUE, which is defined as

$$
\begin{equation*}
\mathrm{MMUE}=0.5 \mathrm{MUE}+0.5 \mathrm{MUE}-\mathrm{CP} \tag{2}
\end{equation*}
$$

where we use the convention that CP denotes a mean error computed from calculations that include CP corrections for BSSE, and an error specified without "CP", as in the first term on the right side of eq 2 , is computed without such corrections.

In general, the use of CP corrections is problematic for several reasons. First, although they usually improve the accuracy for very small basis sets [smaller than $6-31+\mathrm{G}-$ (d,p)], they sometimes make the results less accurate for moderate and large basis sets [such as $6-31+G(d, p)$ and larger]. Second, for complex systems like biopolymers and soft materials, even for trimers, the CP correction is often ambiguous ${ }^{77}$ or impractical ${ }^{78}$ or both. Because there are strong proponents of including CP corrections and other workers strongly persuaded by practical reasons for not including it, we base most of our discussion on MMUE, which is a middle ground between the two positions, but the results are in the tables both ways for readers who strongly prefer to include or exclude CP corrections. The

Table 2. Mean Errors ( $\mathrm{kcal} / \mathrm{mol}$ ) for the Interaction Energies of Hydrogen-Bonded Complexes ${ }^{a}$

| method | MSE-CP | MUE-CP | MSE | MUE | MMUE $^{b}$ |
| :--- | :---: | :---: | ---: | :---: | :---: |
| PWB6K | 0.40 | 0.83 | -0.30 | 0.68 | 0.76 |
| PBEh | 0.65 | 0.92 | -0.06 | 0.67 | 0.79 |
| M05-2X | 0.49 | 0.90 | -0.15 | 0.69 | 0.80 |
| PW91 | 0.50 | 0.94 | -0.23 | 0.68 | 0.81 |
| MPWB1K | 1.08 | 1.26 | 0.39 | 0.87 | 1.06 |
| PBE | 1.05 | 1.31 | 0.35 | 0.94 | 1.13 |
| B97-1 | 1.10 | 1.36 | 0.43 | 0.98 | 1.17 |
| M05 | 1.08 | 1.45 | 0.41 | 1.06 | 1.26 |
| TPSS | 1.80 | 1.83 | 1.08 | 1.35 | 1.59 |
| MP2 | 2.46 | 2.46 | -0.08 | 0.81 | 1.64 |
| PBE1W | 1.81 | 1.92 | 1.13 | 1.56 | 1.74 |
| $\tau$-HCTH | 2.02 | 2.02 | 1.24 | 1.49 | 1.76 |
| B3LYP | 1.94 | 1.97 | 1.31 | 1.56 | 1.77 |
| BHandH | -4.89 | 4.89 | -5.54 | 5.54 | 5.21 |
| LSDA | -5.21 | 5.21 | -5.88 | 5.88 | 5.55 |

a The $6-31+G(d, p)$ basis is used for all calculations on which this table is based. The signed error is defined as the calculated energy minus the best estimate. ${ }^{b}$ MSE denotes mean signed error, and MUE denotes mean unsigned error. MMUE is the average of MUE and MUE-CP (also defined in eq 2).

Table 3. Mean Errors ( $\mathrm{kcal} / \mathrm{mol}$ ) for the Interaction Energies of the Dispersion-Dominated Complexes ${ }^{\text {a }}$

| method | MSE-CP | MUE-CP | MSE | MUE | MMUE $^{b}$ |
| :--- | ---: | :---: | ---: | :---: | :---: |
| LSDA | -0.08 | 0.36 | -0.75 | 0.75 | 0.56 |
| BHandH | 0.02 | 0.60 | -0.61 | 0.84 | 0.72 |
| M05-2X | 1.33 | 1.33 | 0.69 | 0.70 | 1.01 |
| PWB6K | 2.02 | 2.02 | 1.37 | 1.37 | 1.69 |
| MP2 | 1.30 | 1.30 | -2.60 | 2.76 | 2.03 |
| MPWB1K | 2.79 | 2.79 | 2.14 | 2.14 | 2.46 |
| M05 | 3.47 | 3.47 | 2.85 | 2.85 | 3.16 |
| PW91 | 4.42 | 4.42 | 3.73 | 3.73 | 4.07 |
| B97-1 | 4.47 | 4.47 | 3.83 | 3.83 | 4.15 |
| PBEH | 4.59 | 4.59 | 3.93 | 3.93 | 4.26 |
| PBE | 4.86 | 4.86 | 4.20 | 4.20 | 4.53 |
| PBE1W | 5.54 | 5.54 | 4.89 | 4.89 | 5.21 |
| TPSS | 5.95 | 5.95 | 5.29 | 5.29 | 5.62 |
| B3LYP | 6.53 | 6.53 | 5.91 | 5.91 | 6.22 |
| $\tau$-HCTH | 7.09 | 7.09 | 6.41 | 6.41 | 6.75 |

a The $6-31+G(d, p)$ basis is used for all calculations on which this table is based. The signed error is defined as the calculated energy minus the best estimate. ${ }^{b}$ MSE denotes mean signed error, and MUE denotes mean unsigned error. MMUE is the average of MUE and MUE-CP (also defined in eq 2).
reader will see that our major conclusions are independent of whether or not we include CP corrections.

In Table 5, AMUE is the average of the MUEs in Tables 2 (or S5), 3 (or S6), and 4 (or S7), each weighted one-third, and AMUE-CP is the average of the MUE-CPs in Tables $2-4$, again each weighted one-third. MAMUE is the overall mean error defined by

$$
\begin{equation*}
\mathrm{MAMUE}=0.5 \mathrm{AMUE}+0.5 \mathrm{AMUE-CP} \tag{3}
\end{equation*}
$$

In Tables $2-5$, the density functionals and MP2 are always arranged in increasing order of the mean error in the last column.
3.1. Hydrogen-bonded Complexes. Table 2 gives the results for the hydrogen-bonded complexes. All tested DFT

Table 4. Mean Errors ( $\mathrm{kcal} / \mathrm{mol}$ ) for the Interaction Energies of the Mixed Complexes ${ }^{\text {a }}$

| method | MSE-CP | MUE-CP | MSE | MUE | MMUE $^{\text {b }}$ |
| :--- | :---: | :---: | ---: | :---: | :---: |
| M05-2X | 0.34 | 0.47 | -0.11 | 0.40 | 0.43 |
| PWB6K | 0.66 | 0.66 | 0.24 | 0.44 | 0.55 |
| MPWB1K | 1.22 | 1.22 | 0.80 | 0.80 | 1.01 |
| M05 | 1.30 | 1.30 | 0.85 | 0.88 | 1.09 |
| MP2 | 1.00 | 1.00 | -1.45 | 1.45 | 1.23 |
| LSDA | -1.06 | 1.06 | -1.60 | 1.60 | 1.33 |
| BHandH | -1.10 | 1.10 | -1.57 | 1.57 | 1.34 |
| PW91 | 1.60 | 1.60 | 1.07 | 1.11 | 1.35 |
| B97-1 | 1.65 | 1.65 | 1.17 | 1.18 | 1.42 |
| PBEh | 1.70 | 1.70 | 1.22 | 1.22 | 1.46 |
| PBE | 1.91 | 1.91 | 1.40 | 1.40 | 1.66 |
| PBE1W | 2.30 | 2.30 | 1.79 | 1.79 | 2.04 |
| TPSS | 2.61 | 2.61 | 2.11 | 2.11 | 2.36 |
| B3LYP | 2.89 | 2.89 | 2.40 | 2.40 | 2.64 |
| $\tau$-HCTH | 2.92 | 2.92 | 2.42 | 2.42 | 2.67 |

${ }^{\text {a }}$ The $6-31+\mathrm{G}(\mathrm{d}, \mathrm{p})$ basis is used for all calculations on which this table is based. The signed error is defined as the calculated energy minus the best estimate. ${ }^{b}$ MSE denotes mean signed error, and MUE denotes mean unsigned error. MMUE is the average of MUE and MUE-CP (also defined in eq 2).
functionals except LSDA and BHandH underestimate the interaction energies in these seven hydrogen-bonded complexes, whereas LSDA and BHandH severely overestimate the interaction energies. Table 2 also shows the failure of the OLYP and O3LYP functionals for describing hydrogen bonding.

From the statistical errors in Table S5 of the Supporting Information, we can also see the importance of HF exchange in DFT for describing hydrogen bonding. The percentages of HF exchange (see Table 1) in mPWPW91, mPW1PW91, and MPW1K are 0,25 , and 42.8 , respectively, and the order of the MMUEs is mPWPW91 > mPW1PW91 > MPW1K. The same trends can be seen for the (mPWB95, MPW1B95, MPWB1K) sequence, the (PBE, PBEh) sequence, the (BLYP, B3LYP, BHandHLYP) sequence, and the (BB95, B1B95, BB1K) sequence. We discuss this point further in section 3.4.

The four best performers, on the basis of their small MMUEs, are PWB6K, PBEh, M05-2X, and PW91.
3.2. Dispersion-Dominated Complexes. Table 3 shows that LSDA, BHand H, M05-2X, PWB6K, and MP2 are the best performers for the prediction of interaction energies of the dispersion-dominated (or dispersion-like-dominated) complexes. Our previous papers ${ }^{17,21}$ show that LSDA gives good predictions for the energetics of the stacked benzene dimers, but LSDA gives large errors for hydrogen bonding, charge-transfer complexes, dipole interactions, and other types of dispersion-like interactions. Kurita et al. ${ }^{79}$ showed previously that a post-LSDA method can give reasonable results for stacking. Waller et al. ${ }^{80}$ also found that the BHandH functional, which is a hybrid of LSDA exchange and HF exchange (50:50) plus LYP correlation, gives a binding energy for the parallel-displaced benzene dimer in fortuitously good agreement with the best available highlevel methods. Nevertheless, BHandH suffers the same problems as LSDA (as shown in Tables 2 and 4).

Among the best five performers in Table 3, M05-2X and PWB6K are also among the best five performers in Table

Table 5. Overall Performance $(\mathrm{kcal} / \mathrm{mol})^{a}$

|  | AMUE-CP | AMUE | MAMUE |
| :---: | :---: | :---: | :---: |
| M05-2X | 0.90 | 0.60 | 0.75 |
| PWB6K | 1.17 | 0.83 | 1.00 |
| MPWB1K | 1.75 | 1.27 | 1.51 |
| MP2 | 1.59 | 1.67 | 1.63 |
| PW6B95 | 1.96 | 1.46 | 1.71 |
| M05 | 2.07 | 1.60 | 1.83 |
| MPW1B95 | 2.08 | 1.59 | 1.84 |
| PW91 | 2.32 | 1.84 | 2.08 |
| PBEh | 2.40 | 1.94 | 2.17 |
| B97-1 | 2.49 | 2.00 | 2.24 |
| BB1K | 2.63 | 2.09 | 2.36 |
| BHandH | 2.20 | 2.65 | 2.42 |
| PBE | 2.69 | 2.18 | 2.44 |
| MPW1K | 2.71 | 2.22 | 2.46 |
| LSDA | 2.21 | 2.75 | 2.48 |
| mPWB95 | 2.83 | 2.30 | 2.57 |
| MPW3LYP | 2.85 | 2.36 | 2.60 |
| $\tau$-HCTHh | 2.86 | 2.36 | 2.61 |
| B98 | 2.87 | 2.37 | 2.62 |
| BMK | 2.85 | 2.39 | 2.62 |
| BHandHLYP | 2.88 | 2.45 | 2.66 |
| mPW1PW | 3.15 | 2.61 | 2.88 |
| B1B95 | 3.20 | 2.65 | 2.93 |
| X3LYP | 3.19 | 2.70 | 2.95 |
| PBE1W | 3.25 | 2.74 | 3.00 |
| TPSSh | 3.29 | 2.74 | 3.01 |
| TPSS | 3.46 | 2.91 | 3.19 |
| MPWLYP | 3.54 | 3.01 | 3.28 |
| mPWPW | 3.73 | 3.17 | 3.45 |
| B97-3 | 3.77 | 3.26 | 3.52 |
| B3LYP | 3.80 | 3.29 | 3.54 |
| B97-2 | 3.98 | 3.41 | 3.69 |
| $\tau$-HCTH | 4.01 | 3.44 | 3.73 |
| BP86 | 4.06 | 3.51 | 3.79 |
| BB95 | 4.27 | 3.69 | 3.98 |
| HCTH | 4.41 | 3.82 | 4.11 |
| BLYP | 4.90 | 4.31 | 4.60 |
| O3LYP | 6.35 | 5.66 | 6.00 |
| G96LYP | 7.35 | 6.75 | 7.05 |
| OLYP | 7.48 | 6.75 | 7.12 |
| VSXC | 7.05 | 7.33 | 7.19 |

${ }^{a}$ AMUE-CP is the average of the MUE-CPs in Tables $2-4$ for the 14 featured functionals and MP2 and of those in Tables S5-S7 of the Supporting Information for the other 26 functionals. AMUE is the average of the MUEs (without CP) in the same tables. MAMUE $=$ 0.5 AMUE-CP + 0.5 AMUE. The $6-31+G(d, p)$ basis set is used for all calculations on which this table is based.
2. It is encouraging that these two fairly new functionals, M05-2X and PWB6K, give equally good performance for calculating interaction energies in both hydrogen-bonded and dispersion-dominated complexes. The second and fourth best performers in Table 2, PBEh and PW91, give much greater MMUEs in Table 3 than M05-2X and PWB6K do. Tables S2 and S6 of the Supporting Information also show that VSXC severely overestimates the dispersion-dominated noncovalent interactions in these complexes.
3.3. Mixed Complexes. Because M05-2X and PWB6K give balanced high accuracy for hydrogen-bonding (Table 2) and dispersion-dominated interactions (Table 3), it is not surprising that they are the best two methods for the
predictions of interaction energies in the mixed complexes (Table 4), followed by MPWB1K. All of these leading functionals were published in 2004 or later (see Table 1).
3.4. Overall Performance. Table 5 shows the overall performance for all tested DFT methods and for MP2. With CP correction for BSSE, M05-2X, PWB6K, MP2, and MPWB1K give the best performance. Without CP, M052X, PWB6K, MPWB1K, and PW6B95 are the best four performers. Averaging the performance for CP and without CP , the best four methods for describing noncovalent interactions in the S22 database are M05-2X, PWB6K, MPWB1K, and MP2.

Tables S5-S7 of the Supporting Information and Table 5 show that, all other factors being the same, a higher percentage of HF exchange in DFT improves the performance for describing noncovalent interactions in biological systems. However, for some functionals, like BHandHLYP, the predictions for other quantities like covalent bond energies deteriorate badly when $X$ is raised. ${ }^{46,81}$ For others, like MPW1K, the predictions for covalent bond energies deteriorate only slightly. ${ }^{46,81}$ For M05-2X, the predictions of main-group covalent bond energies improve in quality along with the quality of the predictions for noncovalent interactions. ${ }^{21}$ Thus, a key development in recent functional design is that we now have functionals that are more broadly accurate over a range of properties: thermochemistry, ${ }^{21}$ barrier heights, ${ }^{21}$ torsional potential and proton affinities of conjugated systems, ${ }^{82}$ and noncovalent interactions. ${ }^{20,21,29}$
3.5. Dependence on Basis Set. All results in Tables 2-5 are based on the $6-31+G(d, p)$ basis set. It is also interesting to examine the performance of the DFT functionals for larger basis sets. Table 6 gives the interaction energies and mean errors by the two best hybrid meta-GGAs (M05-2X and PWB6K) and the two best hybrid GGAs (B97-1 and PBEh) with the $6-311+G(2 d f, 2 p)$ basis set. Table 6 also gives the MP2/CBS results from Jurecka et al. ${ }^{31}$

Table 6 shows that MP2/CBS is more accurate than DFT for the hydrogen-bonded complexes; it gives a MUE of $0.15 \mathrm{kcal} / \mathrm{mol}$, and four DFT functionals with the $6-311+\mathrm{G}-$ ( $2 \mathrm{df}, 2 \mathrm{p}$ ) basis set give errors in the range of $0.7 \sim 1.1 \mathrm{kcal}$. Comparing Tables 2 and 6 , we can see that increasing the basis set size from $6-31+G(d, p)$ to $6-311+G(2 d f, 2 p)$ reduces the MMUEs for M05-2X, PWB6K, and B97-1 and increases the MMUE for PBEh; in all four cases, the MMUEs change by only $14 \%$ or less. Comparing the interaction energies of the hydrogen-bonded complexes in Table S2 of the Supporting Information and Table 6, we can see that the BSSEs are reduced significantly for the larger basis set.

Table 6 also shows that MP2/CBS overestimates the interaction energies by a large margin for the dispersiondominated complexes, especially for those involving delocalized $\pi$ systems. In fact, the mean signed error of MP2/ CBS is $1.5 \mathrm{kcal} / \mathrm{mol}$. In contrast, all four density functionals underbind these complexes. Encouragingly, M05-2X gives smaller MUEs than MP2/CBS for this type of interaction energy. Comparing Tables 3 and 6 , we can see that, when the basis set is increased from $6-31+G(d, p)$ to $6-311+G-$ (2df,2p), the MMUEs of the M05-2X, PBEh, and B97-1 methods get smaller, whereas the MMUE of PWB6K gets

Table 6. Interaction Energies ( $\mathrm{kcal} / \mathrm{mol}$ ) with the $6-311+\mathrm{G}(2 \mathrm{df}, 2 \mathrm{p})$ Basis Set ${ }^{a}$

| complex | best estimate | MP2/CBS ${ }^{\text {b }}$ | M05-2X |  | PWB6K |  | PBEh |  | B97-1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | CP | noCP | CP | noCP | CP | noCP | CP | noCP |
| Hydrogen-Bonded Complexes |  |  |  |  |  |  |  |  |  |  |
| $\left(\mathrm{NH}_{3}\right)_{2}$ | -3.17 | -3.20 | -3.23 | -3.34 | -3.20 | -3.32 | -2.87 | -3.00 | -2.95 | -3.06 |
| $\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ | -5.02 | -5.03 | -5.09 | -5.50 | -5.14 | -5.58 | -4.93 | -5.40 | -4.89 | -5.32 |
| formic acid dimer | -18.61 | -18.60 | -18.87 | -19.49 | -18.68 | -19.32 | -18.49 | -19.17 | -17.59 | -18.23 |
| formamide dimer | -15.96 | -15.86 | -15.58 | -15.96 | -15.44 | -15.84 | -15.14 | -15.55 | -14.64 | -15.02 |
| uracil dimer | -20.65 | -20.61 | -19.36 | -19.89 | -19.44 | -19.97 | -19.02 | -19.58 | -18.45 | -18.95 |
| 2-pyridoxine-2-aminopyridine | -16.71 | -17.37 | -15.22 | -15.71 | -15.15 | -15.63 | -15.31 | -15.80 | -14.77 | -15.21 |
| adeninethymine WC | -16.37 | -16.54 | -14.69 | -15.22 | -14.52 | -15.05 | -14.45 | -15.00 | -14.01 | -14.51 |
| MSE ${ }^{\text {c }}$ |  | -0.10 | 0.64 | 0.20 | 0.70 | 0.26 | 0.90 | 0.43 | 1.31 | 0.88 |
| MUE ${ }^{\text {c }}$ |  | 0.15 | 0.75 | 0.63 | 0.77 | 0.66 | 0.90 | 0.70 | 1.31 | 0.97 |
| MMUE ${ }^{\text {c }}$ |  |  | 0.69 | 0.69 | 0.71 | 0.71 | 0.80 | 0.80 | 1.14 | 1.14 |
| Dispersion-Dominated Complexes |  |  |  |  |  |  |  |  |  |  |
| $\left(\mathrm{CH}_{4}\right)_{2}$ | -0.53 | -0.51 | -0.50 | -0.53 | $-0.52$ | -0.54 | -0.04 | -0.05 | -0.23 | -0.24 |
| $\left(\mathrm{C}_{2} \mathrm{H}_{4}\right)_{2}$ | -1.51 | -1.62 | -1.40 | -1.49 | -1.40 | -1.47 | -0.35 | -0.41 | -0.62 | -0.68 |
| benzene $\cdot \mathrm{CH}_{4}$ | -1.5 | -1.86 | -1.15 | -1.35 | -1.00 | -1.18 | -0.12 | -0.31 | -0.30 | -0.46 |
| benzene dimer | -2.73 | -4.95 | -1.41 | -2.00 | -0.42 | -1.13 | 1.70 | 1.13 | 1.46 | 0.99 |
| pyrazine dimer | -4.42 | -6.90 | -2.99 | -3.67 | -1.96 | -2.54 | 0.45 | -0.17 | 0.30 | -0.25 |
| uracil dimer | -10.12 | -11.39 | -8.47 | -9.52 | -6.87 | -7.84 | -3.38 | -4.41 | -3.56 | -4.46 |
| indole-benzene | -5.22 | -8.12 | -2.65 | -3.55 | -1.47 | -2.25 | 1.89 | 1.05 | 1.76 | 1.04 |
| adeninethymine stack | -12.23 | -14.93 | -9.58 | -10.88 | -8.21 | -9.35 | -2.27 | -3.50 | -2.19 | -3.27 |
| MSE ${ }^{\text {c }}$ |  | -1.50 | 1.26 | 0.66 | 2.05 | 1.49 | 4.52 | 3.95 | 4.36 | 3.87 |
| MUE ${ }^{\text {c }}$ |  | 1.51 | 1.26 | 0.66 | 2.05 | 1.50 | 4.52 | 3.95 | 4.36 | 3.87 |
| MMUE ${ }^{\text {c }}$ |  |  | 0.96 | 0.96 | 1.77 | 1.77 | 4.23 | 4.23 | 4.11 | 4.11 |
| Mixed Complexes |  |  |  |  |  |  |  |  |  |  |
| ethene•ethyne | -1.53 | -1.69 | -1.42 | -1.49 | -1.37 | -1.44 | -1.16 | -1.24 | -1.30 | -1.37 |
| benzene $\cdot \mathrm{H}_{2} \mathrm{O}$ | -3.28 | -3.61 | -3.50 | -3.89 | -3.07 | -3.48 | -2.20 | -2.66 | -2.29 | -2.70 |
| benzene $\cdot \mathrm{NH}_{3}$ | -2.35 | -2.72 | -2.23 | -2.50 | -1.95 | -2.22 | -1.06 | -1.35 | -1.21 | -1.46 |
| benzene• HCN | -4.46 | -5.16 | -4.80 | -5.15 | -4.51 | -4.83 | -3.26 | -3.61 | -3.18 | -3.49 |
| benzene dimer | -2.74 | -3.62 | -1.95 | -2.35 | -1.55 | -1.91 | -0.30 | -0.68 | -0.40 | -0.73 |
| indole-benzene T-shape | -5.73 | $-7.03$ | -4.68 | -5.20 | -3.89 | -4.37 | -2.32 | -2.84 | -2.29 | -2.75 |
| phenol dimer | $-7.05$ | $-7.76$ | -6.00 | -6.62 | -5.62 | -6.22 | -4.17 | -4.80 | -4.18 | -4.76 |
| MSE ${ }^{\text {c }}$ |  | -0.64 | 0.37 | -0.01 | 0.74 | 0.38 | 1.81 | 1.42 | 1.75 | 1.41 |
| MUE ${ }^{\text {c }}$ |  | 0.64 | 0.53 | 0.40 | 0.76 | 0.54 | 1.81 | 1.42 | 1.75 | 1.41 |
| MMUE ${ }^{\text {c }}$ |  |  | 0.47 | 0.47 | 0.65 | 0.65 | 1.62 | 1.62 | 1.58 | 1.58 |
| AMUE ${ }^{\text {d }}$ |  | 0.76 | 0.84 | 0.57 | 1.19 | 0.90 | 2.41 | 2.02 | 2.48 | 2.07 |
| $\mathrm{MAMUE}^{\text {d }}$ |  |  | 0.71 | 0.71 | 1.05 | 1.05 | 2.22 | 2.22 | 2.27 | 2.27 |

${ }^{a}$ CP denotes "counterpoise correction", and no-CP denotes "without counterpoise correction". ${ }^{b}$ The MP2/CBS results are from Jurecka et al. ${ }^{31}{ }^{c}$ MSE denotes mean signed error, and MUE denotes mean unsigned error. MMUE is the average of MUE and MUE-CP (also defined in eq 2). ${ }^{d}$ AMUE is the average of the three MUEs in each class of complexes. MAMUE $=0.5$ AMUE-CP +0.5 AMUE.
larger, but the MMUEs for all four functionals change by only $5 \%$ or less when the basis set size is increased.

For the interaction energies in the seven mixed complexes, MP2/CBS gives an error of $0.64 \mathrm{kcal} / \mathrm{mol}$, whereas M052X outperforms MP2 by a small margin. Comparing Tables 4 and 6 , we can see that, upon increasing the basis set size from $6-31+G(d, p)$ to $6-311+G(2 d f, 2 p)$, the performance of all four density functionals for the prediction of this type of interaction energies deteriorates, but again, the change is small, in this case, $18 \%$ or less and only $8-11 \%$ in three of the cases. Again, the MMUEs change only marginally with the increase of basis set size.

Finally, let us compare AMUEs and MAMUEs in Table 5 to those in Table 6 for these four functionals. The comparison shows that AMUE and MAMUE for M05-2X decrease when the basis set size is increased, whereas the AMUEs and MAMUEs for PWB6K, PBEh, and B97-1 increase. However, the changes in these mean errors are very
small. This observation gives us confidence of the validity of the conclusions drawn on the basis of the results in Table $2-6$ and Tables S2-S7 of the Supporting Information. One of the reviewers pointed out that MP2 requires large basis sets, and it is a strength of DFT that it does not. It is encouraging that the bottom line accuracy of M05-2X in Table $6(0.71 \mathrm{kcal} / \mathrm{mol})$ and the comparable number from Table $5(0.75 \mathrm{kcal} / \mathrm{mol})$ are both better than that of MP2, even when MP2 is taken to the CBS limit.
3.6. Geometry Optimization. In previous sections, we based our discussions on single-point energies calculated with the best estimated geometries for these noncovalent complexes. However, for many applications, it is important that a method can predict good geometries for these noncovalent complexes. To test the quality of the geometry predictions, we performed geometry optimizations for all 22 complexes with the M05-2X method. Encouragingly, M05-2X can locate the optimal structures for all noncovalent complexes in the

Table 7. M05-2X Interaction Energies (kcal/mol) with the M05-2X/6-31+G(d,p) Geometries

| complex | best estimate | $6-31+G(d, p)$ |  | 6-311+G(2df,2p) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CP | noCP | CP | noCP |
| Hydrogen-Bonded Complexes |  |  |  |  |  |
| $\left(\mathrm{NH}_{3}\right)_{2}$ | -3.17 | -3.90 | -4.14 | -3.23 | -3.34 |
| $\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ | -5.02 | -5.82 | -6.61 | -5.16 | -5.56 |
| formic acid dimer | -18.61 | -19.39 | -20.22 | -19.86 | -20.50 |
| formamide dimer | -15.96 | -15.64 | -16.14 | -15.66 | -16.03 |
| uracil dimer | -20.65 | -19.54 | -20.27 | -19.43 | -19.95 |
| 2-pyridoxine-2-aminopyridine | -16.71 | -15.92 | -16.57 | -15.72 | -16.21 |
| adeninethymine WC | -16.37 | -15.15 | -15.90 | -14.94 | -15.47 |
| MSE |  | 0.16 | -0.48 | 0.36 | -0.08 |
| MUE |  | 0.82 | 0.76 | 0.77 | 0.68 |
| MMUE-HB ${ }^{\text {a }}$ |  | 0.79 | 0.79 | 0.73 | 0.73 |
| Dispersion-Dominated Complexes |  |  |  |  |  |
| $\left(\mathrm{CH}_{4}\right)_{2}$ | -0.53 | -0.55 | -0.56 | -0.50 | -0.53 |
| $\left(\mathrm{C}_{2} \mathrm{H}_{4}\right)_{2}$ | -1.51 | -1.33 | -1.46 | -1.41 | -1.49 |
| benzene $\cdot \mathrm{CH}_{4}$ | -1.5 | -1.10 | -1.24 | -1.17 | -1.34 |
| benzene dimer | -2.73 | -1.52 | -2.02 | -1.70 | -2.20 |
| pyrazine dimer | -4.42 | -3.04 | -3.66 | -3.10 | -3.73 |
| uracil dimer | -10.12 | -9.07 | -10.42 | -9.03 | -10.19 |
| indole-benzene | -5.22 | -3.05 | -3.76 | -3.15 | -3.89 |
| adeninethymine stack | -12.23 | -9.67 | -11.20 | -9.57 | -10.86 |
| MSE |  | 1.12 | 0.49 | 1.08 | 0.50 |
| MUE |  | 1.12 | 0.57 | 1.08 | 0.52 |
| MMUE-D |  | 0.85 | 0.85 | 0.80 | 0.80 |
| Mixed Complexes |  |  |  |  |  |
| ethene•ethyne | -1.53 | -1.48 | -1.67 | -1.40 | -1.48 |
| benzene $\cdot \mathrm{H}_{2} \mathrm{O}$ | -3.28 | -3.59 | -4.02 | -3.52 | -3.94 |
| benzene• $\mathrm{NH}_{3}$ | -2.35 | -2.18 | -2.50 | -2.19 | -2.45 |
| benzene $\cdot \mathrm{HCN}$ | -4.46 | -4.61 | -4.96 | -4.78 | -5.14 |
| benzene dimer | -2.74 | -2.01 | -2.38 | -2.02 | -2.39 |
| indole-benzene T-shape | -5.73 | -4.64 | -5.16 | -4.72 | -5.22 |
| phenol dimer | -7.05 | -6.70 | -7.57 | -6.30 | -6.88 |
| MSE |  | 0.28 | -0.16 | 0.32 | -0.05 |
| MUE |  | 0.40 | 0.42 | 0.48 | 0.36 |
| MMUE-Mix |  | 0.41 | 0.41 | 0.42 | 0.42 |
| AMUE ${ }^{\text {b }}$ |  | 0.78 | 0.59 | 0.78 | 0.52 |
| MAMUE ${ }^{\text {b }}$ |  | 0.69 | 0.69 | 0.65 | 0.65 |

${ }^{a} \mathrm{CP}$ denotes "counterpoise correction", and no-CP denotes "without counterpoise correction". ${ }^{b}$ MSE denotes mean signed error, and MUE denotes mean unsigned error. MMUE is the average of MUE and MUE-CP (also defined in eq 2). ${ }^{c}$ AMUE is the average of the three MUEs in each class of complexes. MAMUE $=0.5$ AMUE(CP) +0.5 AMUE(noCP).

S22 databases. We note that this is not a trivial triumph for the M05-2X method, because Cerny and Hobza have shown that the X3LYP functional, which was designed to describe noncovalent interactions, fails badly for locating the minima of the dispersion-dominated stacked structures of nucleic acid pairs such as the stacked AT pairs in the present study. The geometries optimized by M05-2X are given in the Supporting Information, and they agree well with the best estimated geometries.

Table 7 shows the M05-2X interaction energies with the geometries optimized at the M05-2X/6-31+G(d,p) level. Comparing the results in Tables $2-7$, we can see that the overall performance of M05-2X is improved when we use the M05-2X/6-31+G(d,p) geometries, which is another encouraging result.
3.7. Rationale for the Success of M05-2X for Noncovalent Interactions. There are some common misunderstandings about the performance of DFT for noncovalent
interactions. In the literature, one sometimes sees the success of DFT for noncovalent interactions labeled as "fortuitous" or "spurious". It is true that most DFT functionals cannot describe the $-\mathrm{C}_{6} / R^{6}$ interaction of nonoverlapped densities, where $R$ is the interaction distance of the monomers. Nevertheless, at the equilibrium distance of noncovalent complexes, the lack of explicit $R^{-6}$ terms need not be a serious issue because the higher terms ( $R^{-8}$ etc.) in the asymptotic expansion are not negligible, ${ }^{60,83-88}$ the dispersion interaction is damped, ${ }^{86,89,90}$ the expansion in the inverse power of $R$ is divergent, ${ }^{84,91}$ overlap and exchange forces are not negligible, ${ }^{47,85,86,90,92-94}$ and the change in intra-atomic correlation energy cannot be neglected. ${ }^{95,96}$ In fact, the decomposition of the correlation contribution to the interaction energy into intra-atomic and interatomic (dispersion-like) parts is not unique. ${ }^{94,95}$ Thus, DFT is not excluded as a potentially useful theory for the medium-range part of noncovalent interactions, as is shown by our previous papers. ${ }^{16,19,97}$


Figure 4. Binding energy curves for the $\mathrm{C}_{6} \mathrm{H}_{6}-\mathrm{CH}_{4}$ complex with the $6-311+G(2 d f, 2 p)$ basis set. The intermolecular distance is defined as the distance between the carbon atom in $\mathrm{CH}_{4}$ and the $\mathrm{C}_{6} \mathrm{H}_{6}$ plane. The CCSD/CBS and MP2/CBS results are taken from Shibasaki et al. ${ }^{76}$

Recently, Tao and Perdew ${ }^{98}$ and Ruzsinszky et al. ${ }^{73}$ have analyzed the performance of several DFT functionals for describing the medium-range part of the weak interactions.

In order to better understand the physical origin of the wells predicted by M05-2X and the range of distances over which M05-2X is suitable for treating noncovalent interactions, we compare the intermolecular potentials of the $\mathrm{C}_{6} \mathrm{H}_{6}-$ $\mathrm{CH}_{4}$ complexes calculated by five density functionals (B3LYP, TPSS, B97-1, M05-2X, and LSDA) and HF in Figure 4, along with the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{CBS}$ and MP2/CBS results by Shibasaki et al. ${ }^{76}$ Figure 4 shows that MP2 and LSDA overestimate the strength of the $\mathrm{C}_{6} \mathrm{H}_{6}-\mathrm{CH}_{4}$ complex as compared to the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{CBS}$ results. HF, B3LYP, and TPSS give an almost repulsive potential for this van der Waals complex; B97-1 gives a well with the minimum around $4.0 \AA$, and M05-2X gives the best agreement with the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{CBS}$ results.

Exchange-only calculations (that is, calculating interaction energies without correlation contributions) employing HF and five density functionals are shown in Figure 5. As can be seen from Figure 5, the exchange-only potentials obtained using M05-2X, B3LYP, TPSS, and B97-1 exchange functionals are repulsive for the $\mathrm{C}_{6} \mathrm{H}_{6}-\mathrm{CH}_{4}$ system, which agrees with the HF results. However, the exchange-only calculation based on the LSDA exchange gives a "spurious" well. (Although this comparison is interesting, one should be careful not overinterpret it because the distinction between exchange and correlation is different in DFT and WFT.)

The correlation contribution to the intermolecular potentials of the $\mathrm{C}_{6} \mathrm{H}_{6}-\mathrm{CH}_{4}$ complexes are plotted in Figure 6.


Figure 5. Exchange-only binding energy curves for the $\mathrm{C}_{6} \mathrm{H}_{6}-\mathrm{CH}_{4}$ complex with the $6-311+\mathrm{G}(2 \mathrm{df}, 2 \mathrm{p})$ basis set. The intermolecular distance is defined as the distance from the carbon atom in $\mathrm{CH}_{4}$ to the $\mathrm{C}_{6} \mathrm{H}_{6}$ plane.


Figure 6. Correlation contribution to binding energy curves for the $\mathrm{C}_{6} \mathrm{H}_{6}-\mathrm{CH}_{4}$ complex with the $6-311+\mathrm{G}(2 d f, 2 p)$ basis set.

Figure 6 shows that the good performance of M05-2X comes from its correlation part; it gives the most attractive contribution in the range of $3-5 \AA$. The LSDA correlation contribu-
tion is the least attractive; this confirms that the good performance of LSDA and BHandH for $\pi-\pi$ stacking is a case of "getting the right answer with the wrong reason". It is interesting to see that TPSS correlation and the B3LYP correlation show very similar behaviors in the range of 3$5 \AA$ for the $\mathrm{C}_{6} \mathrm{H}_{6}-\mathrm{CH}_{4}$ system.

Comparing the results in Figures $4-6$, we conclude that the good performance of M05-2X for describing the mediumrange part of noncovalent interaction is because M05-2X has a better correlation functional, which gives the most attractive contribution to the potential energy. In fact, the success of M05-2X for medium-range correlation energy is also reflected in its performance for isomerization energies of hydrocarbons. ${ }^{99}$
3.8. Limitation of M05-2X for Noncovalent Interactions. Although M05-2X shows good performance for all noncovalent interactions in the S22 database, M05-2X does not give the asymptotic $-\mathrm{C}_{6} / R^{6}$ tail for the interaction energy of two systems with no permanent multipole moments; it gives an exponential decay of the interaction energy for such systems at long range.

From the results in section 3.6, M05-2X can safely be applied to describe the interactions of noncovalent complexes with intermolecular distances less than $\sim 5 \AA$. For the study of dispersion-dominated noncovalent interactions at longrange ( $>6 \AA$ ), one should probably use wave function theory or functionals ${ }^{58,60,61,100,101}$ that build in the correct asymptotic $-\mathrm{C}_{6} / R^{6}$ dispersion tail.

## 4. Concluding Remarks

For many years, MP2 [and, for small enough systems, higherorder methods like $\operatorname{CCSD}(\mathrm{T})$ ] was considered to be the standard method for estimating noncovalent interactions, when affordable. In a previous paper, ${ }^{16}$ when the M05-2X and PWB6K functionals had not yet been developed, we concluded that MPWB1K was the best DFT method for noncovalent interactions and that it outperforms MP2 for noncovalent interactions. This general result was confirmed recently by a study by Slanina et al.; ${ }^{102}$ they showed that MPWB1K gives very good stabilization energies for the encapsulation of $\mathrm{H}_{2}$, Ne , and $\mathrm{N}_{2}$ into $\mathrm{C}_{60}$. Now, on the basis of the assessment in the present study, we see that the M052X and PWB6K functionals give even better performance than MPWB1K for noncovalent interactions, and fortunately these functionals, especially M05-2X, also have excellent performance for a broad range of other main-group chemistry.

The PWB6K and M05-2X functionals employ exchange and correlation functionals that include kinetic energy density and that were optimized together. The present study shows that these functionals constitute a new generation of DFT methods that have greatly improved performance for noncovalent interactions as compared to previous DFT methods. In particular, it shows that they give good performance for a benchmark database of noncovalent interactions of biological importance; it also confirms that the widely used B3LYP and PBEh functionals fail to describe the interactions in complexes dominated by dispersion-like interactions. The LSDA and BHandH functionals give good performance for
dispersion-dominated interactions at the expense of large errors for covalent interaction, hydrogen bonding, and other types of noncovalent interactions; ${ }^{16}$ we show here that the success of these methods is fortuitous. By studying the intermolecular potential of the $\mathrm{C}_{6} \mathrm{H}_{6}-\mathrm{CH}_{4}$ complex, we found that the good performance of the M05-2X functional comes from its improved correlation functional, which gives a better description of the medium-range part of the noncovalent interactions.

We recommend the PWB6K and M05-2X functionals for investigating large biological systems and soft materials.
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#### Abstract

Phosphodiesterases are a large class of enzymes mediating a number of physiological processes ranging from immune response to platelet aggregation to cardiac and smooth muscle relaxation. In particular, phosphodiesterase 5 (PDE5) plays an important role in mediating sexual arousal, and it is the central molecular target in treatments of erectile dysfunction. In this study, we look at the mechanism and thermodynamics of the binding of selective inhibitors sildenafil (Viagra) and vardenafil (Levitra) to PDE5 using molecular dynamics simulations. Our simulations of PDE5 with and without sildenafil suggest a binding mechanism in which two loops surrounding the binding pocket of the enzyme (H loop, residues 660-683, and M loop, 787-812) execute sizable conformational changes ( $\sim 1 \mathrm{~nm}$ ), clamping the ligand in the pocket. Also, we note significant changes in the coordination pattern of the divalent ions in the active site of the enzyme, as well as marked changes in the collective motions of the enzyme when the ligand is bound. Using the thermodynamic integration approach we calculate the relative free energies of binding of sildenafil, vardenafil, and demethyl-vardenafil, providing a test of the quality of the force field and the ligand parametrization used. Finally, using the single-step perturbation (SSP) technique, we calculate the relative binding free energies of these three ligands as well. In particular, we focus on critical evaluation of the SSP technique and examine the effects of computational parallelization on the efficiency of the technique. As a technical improvement, we demonstrate that an ensemble of relatively short SSP trajectories ( $10 \times 0.5 \mathrm{~ns}$ ) markedly outperforms a single trajectory of the same total length ( $1 \times 5 \mathrm{~ns}$ ) when it comes to sampling efficiency, resulting in significant real-time savings.


## Introduction

Phosphodiesterases are a large family of enzymes involved in hydrolyzing second messengers cyclic guanosine monophosphate (cGMP) and cyclic adenosine monophosphate (cAMP). ${ }^{1,2}$ These two second messengers, produced by enzymes guanylyl and adenylyl cyclase, are key components in a number of different signal transduction cascades providing a link between the activity of extracellular receptors such as the G-protein coupled receptors and downstream

[^35]intracellular effectors such as different kinases and phosphatases. By decreasing the cellular levels of cGMP and cAMP, phosphodiesterases regulate a multitude of physiological processes including smooth and cardiac muscle relaxation, platelet aggregation, apoptosis, and vision. ${ }^{3}$

There are in total 11 different classes of phosphodiesterases, each class involved in regulating a particular set of physiological functions. ${ }^{4}$ Phosphodiesterase 5 (PDE5; Figure 1a), in particular, has been shown to play an important role in mediating sexual response. ${ }^{5}$ More specifically, this enzyme is a negative regulator of the signal transduction cascade leading to the relaxation of corpus cavernosum tissue and subsequent penile erection. Inhibition of PDE5 is
a)

d)


Figure 1. (a) X-ray structure of phosphodiesterase 5A (PDB code: 1UDT) with bound sildenafil (shown in red). The loop that was added (residues 665-675) is shown in green. The catalytically important divalent ions are shown in yellow. (b) Structure of sildenafil with atom numbers (red) and partial charges (green) from our parametrization. Atoms with no charges indicated have zero charge. (c) Structure of vardenafil. Points where it differs from sildenafil are labeled with arrows. (d) Structure of the soft reference state for the SSP technique. Soft atoms are depicted with X.
therefore a natural target in treatments of erectile dysfunction disorder, and several potent synthetic inhibitors of the enzyme have been developed. ${ }^{6,7}$ These include the widely used sildenafil (Viagra), vardenafil (Levitra), and tardenafil (Cialis). While these ligands have proved to be very successful, significant efforts have been directed toward improving their pharmacological properties, in particular, decreasing cross-reactivity with other phosphodiesterase types. Namely, some of the side effects of using these drugs, including blurry vision and skin rash, can be attributed to nonselective inhibition of phosphodiesterases not involved in mediating sexual response such as phosphodiesterases 4B and $6 .{ }^{5}$

When it comes to the mechanism of binding of natural ligands as well as synthetic inhibitors to phosphodiesterases, significant progress has been made by detailed X-ray crystallographic analyses of different phosphodiesterase types. ${ }^{6,8,9}$ In general, phosphodiesterase ligands bind in a deep, hydrophobic binding pocket, which penetrates all the way to a small water-filled cavity in the very core of the enzyme. This cavity houses two divalent ions, in most cases, magnesium and zinc, which take part in the catalytic stage of the hydrolysis reaction. Regarding the binding of ligands, two well-defined structural features of phosphodiesterases, common to all 11 classes of the enzyme, have been delineated. ${ }^{6,8}$ First, a conserved glutamine residue forms a pair of strong bidentate hydrogen bonds with the purine moiety in cGMP, cAMP, and other structurally similar ligands, including sildenafil and vardenafil ("glutamine switch"). ${ }^{8}$ Second, a conserved valine on one side and an invariant aromatic residue on the other side sandwich the purine ring of the ligand in a fixed orientation with respect to the central cavity ("hydrophobic clamp"). ${ }^{6}$

While X-ray analyses have taught us a lot about the mode of binding of different ligands to phosphodiesterases, they provide only an averaged, static picture of the process. Motivated by this, we have undertaken a computational analysis of PDE5A and its ligands sildenafil and vardenafil (Figure 1). By simulating in explicit solvent the enzyme in the presence and in the absence of sildenafil, we have obtained an atomistic picture of the dynamics and the structural mechanism of binding. Our simulations suggest a binding mechanism in which two particular loops surrounding the binding pocket of the enzyme (residues 660-683 and $787-812$ ) undergo sizable conformational changes ( $\sim 1$ nm ), clamping the ligand in the pocket. Second, we observe significant changes in the coordination pattern of the divalent ions in the active site of the enzyme in the presence of a ligand. Finally, we note marked changes in the collective motions of the enzyme when the ligand is bound.

Using computational approaches, we have also analyzed the thermodynamics of ligand binding to PDE5A. Employing the thermodynamic integration technique, we have calculated the relative free energies of binding of sildenafil, vardenafil, and vardenafil with no extra methyl group attached to the piperazine moiety (demethyl-vardenafil). ${ }^{10}$ Qualitative rankorder agreement between the calculated and experimental values testified about the adequacy of the force field used and motivated further calculations using the single-step perturbation technique (SSP). ${ }^{11-13}$ In its traditional implementation, the SSP technique entails running two trajectories of a carefully chosen soft-core reference ligand, one in the binding pocket of a protein and another one free in solution. From these two trajectories, one should, in principle, be able to derive relative free energies of binding for a large set of real ligands. In addition to a good design of the reference state, the principal challenge for successful application of the SSP technique is adequate sampling of the phase space belonging to the reference state and, indirectly, to all the real ligands whose relative free energies of binding one is interested in. ${ }^{13}$ As a consequence, motivation exists to try to improve the sampling of the low-energy states visited in

SSP simulations, while still retaining the method's greatest advantage, computational efficiency. Stimulated by the widespread presence of computer clusters of loosely coupled processors, we have here examined the potential of bruteforce parallelization of the SSP approach and its effects on the degree of sampling that can be achieved. Here, by "bruteforce parallelization" we mean simple simulation of multiple trajectories of the reference state on a series of fully independent processors. We show how simulating an ensemble of relatively short trajectories results in much better coverage of the configuration space of the protein-ligand complex compared with one single, long trajectory of the same total length. Also, the ensemble approach is shown to be significantly more successful in selecting low-energy states, which dominate thermodynamic averages when it comes to calculation of the relative binding free energies. Most importantly, these improvements are obtained with a linear speedup in the wall-clock time used, resulting in large real-time savings. For example, generating 100.5 ns trajectories of the soft state in the protein took only 5 days on a Pentium III cluster, while generating one 5 ns trajectory took approximately 50 days.

## Materials and Methods

All simulations were performed using the GROMOS simulation package. ${ }^{14}$ The initial structure of PDE5A (324 residues) with sildenafil bound ${ }^{9}$ was taken from the Protein Data Bank (code: 1UDT) and was placed in a pre-equilibrated truncated octahedron box filled with $\mathrm{SPC}^{15}$ water molecules (box size 9 nm , for a total of 10619 water molecules). Parts of the H loop (residues 665-675; throughout this paper, the amino acid numbering corresponds to the original numbering in the 1UDT structure) missing in the 1UDT structure because of disorder were modeled-in using the Modloop routine in the software package Modeller. ${ }^{16,17}$ In all simulations, an equilibration scheme was carried out, which included raising the simulation temperature from 60 to 300 K while simultaneously decreasing the position restraint coupling constant from 25000 to $0 \mathrm{~kJ} / \mathrm{mol}$ in five equidistant steps for both the temperature and coupling constant. At each equilibration step, a short 20 ps simulation at a constant volume was carried out. This was followed by another 20 ps at 300 K and 1 atm of pressure and a subsequent production run. Constant temperature and pressure were maintained by a Berendsen thermostat (coupling time of 0.1 ps ) and barostat (coupling time 0.5 ps ), respectively. ${ }^{14,18}$ All simulations were carried out using the GROMOS 45A3 force field, ${ }^{19}$ using periodic boundary conditions. The atom numbers and partial charges for the sildenafil ligand are given in Figure 1b. The structure of vardenafil is given in Figure 1c with differences with respect to sildenafil marked with arrows. Complete GROMOS building blocks for sildenafil and vardenafil are given in the Supporting Information. Electrostatics were treated using the reaction field approach and the triple-range cutoff scheme, with cutoffs of 0.8 and 1.4 nm , and a dielectric permittivity of 61 . The pair list was updated every five steps. The equations of motion were integrated using the leapfrog scheme and a step size of 2 fs . All bonds were constrained using the SHAKE algorithm ${ }^{20}$ with a tolerance of 0.0001 .

Initial velocities were taken from the Maxwell-Boltzmann distribution at 300 K .

A total of 10 3-ns-long trajectories were simulated each for free PDE5A and PDE5A with sildenafil bound. The starting structure of the free enzyme was generated from the 1UDT structure by removing the ligand. Each of the 10 trajectories in the two cases was initiated with different starting velocities chosen from the Maxwell-Boltzmann distribution at 300 K . For both setups, the 10 trajectories were started from the same starting structure after the equilibration period as described above.

Thermodynamic integration was carried out using the standard $\lambda$-dependent approach, with $26 \lambda$ points spaced equidistantly between 0 and $1 .{ }^{21}$ At each $\lambda$ point, the system was simulated for 500 ps , but the first 100 ps were considered the equilibration period and were not used for calculating thermodynamic averages. To prevent instabilities, the softcore approach was followed ${ }^{22,23}$ with $\alpha_{i j}^{L J}=0.5$. Electrostatic interactions were treated using $\alpha_{i j}^{C}=0.5 \mathrm{~nm}^{2}$. The area underneath the $\langle\partial H / \partial \lambda\rangle$ curves was calculated using trapezoidal integration. The statistical error at each $\lambda$ point was estimated using the block averaging technique with blocks of different sizes. ${ }^{24}$

Binding free energy differences were also calculated using the SSP technique. ${ }^{11-13}$ Here, we outline the basics of the technique and its present implementation: for more details, the reader is referred to one of the existing references. ${ }^{11-13,25-29}$ The free energy difference between thermodynamic states A and R can be calculated using the perturbation formula: ${ }^{30}$

$$
\begin{equation*}
\Delta G_{\mathrm{AR}}=-k_{\mathrm{B}} T \ln \left\langle e^{-\left(E_{\mathrm{A}}-E_{\mathrm{R}}\right) / k_{\mathrm{B}} T}\right\rangle_{\mathrm{R}} \tag{1}
\end{equation*}
$$

where $E_{\mathrm{A}}$ and $E_{\mathrm{R}}$ are the potential energies of the system in states A and R , respectively, $k_{\mathrm{B}}$ is the Boltzmann constant, and $T$ is the temperature. The ensemble average, denoted by the brackets, is carried out over all the configurations of state $R$ that can be generated in a simulation. In a typical application, states A and R , for example, represent two different ligands bound to the same receptor. In the SSP approach, the state R is a so-called reference state, a potentially unphysical ligand whose configuration space, as sampled in a simulation, exhibits significant overlap with configuration spaces of several different ligands whose relative free energies of binding one is interested in calculating. ${ }^{13}$ Post analysis of the molecular dynamics simulations of the reference ligand free in solution and bound to a receptor allows one then to calculate the relative free energy of binding between a real ligand and the reference ligand by using eq 1 . By doing this for two different ligands, one can obtain their relative free energy of binding using the following identity:

$$
\begin{array}{r}
\Delta \Delta G_{\mathrm{BA}}=\Delta G_{\mathrm{BR}}(\text { bound })-\Delta G_{\mathrm{BR}}(\text { free })-\Delta G_{\mathrm{AR}}(\text { bound })+ \\
\Delta G_{\mathrm{AR}}(\text { free })
\end{array}
$$

The chief advantage of the SSP technique is that it allows one to, in principle, calculate relative free energies of binding of a large series of real ligands from a pair of simulations of the reference ligand. In order to expedite sampling and ensure that the sampled configurations of the reference state exhibit
significant overlap with configuration spaces of a number of real ligands, the nonbonded interaction function of the atoms in the reference ligand is typically made soft by removing the singularity at the origin. More precisely, the Lennard-Jones interaction involving atoms of choice is modified in such a way that there is a finite probability that two atoms fully overlap in space. This modification is applied to all those atoms which differ between different real ligands of interest. ${ }^{22}$

The atoms treated as soft are depicted with X in Figure 1 d . In our implementation, the softness parameter $\alpha_{i j}^{\mathrm{LJ}}$ is set to 1.51 for all soft atoms, while for electrostatic interaction, $\alpha_{i j}^{C}$ is set to $1.11 \mathrm{~nm}^{2}$ for charged soft atoms. ${ }^{13}$ The GROMOS nonbonded interaction atom types for these atoms in the soft state are those of the equivalent atoms in sildenafil. The same goes for bonded interactions. The only exceptions are the soft atoms X 4 and X 12 (Figure 7a), which were treated as hydrogen atoms (GROMOS nonbonded interaction atom type 18). Other GROMOS force-field types regarding these two atoms are as follows: bonds, $24-\mathrm{X} 4$ and 31X 12 bond type 2 ; angles, $23-24-\mathrm{X} 4$ and $25-24-\mathrm{X} 4$ bondangle type 24 and $30-31-\mathrm{X} 12$ and $36-31-\mathrm{X} 12$ bond-angle type 35 ; improper dihedrals, $24-23-\mathrm{X} 4-25$ and $31-30-$ X12-36 harmonic dihedral type 1 (here, atom numbers refer to Figure 1b for the real atoms and Figure 1d for the soft atoms). Most soft atoms were assigned no charge except X6 $(0.1 e), \mathrm{X} 7(0.25 e)$, and $\mathrm{X} 8(0.1 e)$ to balance the negative charge on the nearby carbonyl oxygen. The simulation of the reference ligand in water was carried out in a cubic box with sides of 3.5 nm containing a total of 1585 water molecules. The simulations of PDE5A bound to the reference ligand were carried out in a truncated octahedron box with sides of 9.0 nm containing a total of 10619 water molecules. For both the reference ligand in water and reference ligand bound to the protein, 10 independent $0.5-\mathrm{ns}$-long trajectories were run, each initiated from the same pre-equilibrated configuration with different velocity assignments. The preequilibration was carried out with the real sildenafil ligand as described above, followed by a 10 ps equilibration with soft parameters at 1 atm of constant pressure and subsequent production runs. In addition, one of the 10 trajectories in both cases was extended to a total length of 5 ns . In all cases, structures were saved for analysis every 0.2 ps .

## Results

Structural Analysis and Mechanism of Binding. To enhance the sampling of the configuration space accessible to the molecule, we have run 10 independent 3 -ns-long simulations of PDE5A without and with sildenafil bound, each simulation initiated with different velocities. The simulations are stable with respect to both the secondary and tertiary structure of the protein as well as the position of the ligand in the binding pocket. Time traces of the backbone atom-positional root-mean-square deviation (RMSD) from the experimental X-ray structure for the entire protein are shown in Figure 2a for both the unliganded and liganded PDE5A. In both cases, the average RMSD stabilizes around 0.3 nm , with only one out of 10 trajectories in each setup exceeding 0.4 nm at any point. Interestingly, the variance
of the RMSD curves is appreciably greater in the presence of the ligand than without it. This fact is also mirrored in the behavior of the two divalent ions, zinc and magnesium, located in the central cavity of the protein. In the presence of sildenafil, not only does the separation between these two ions increase by approximately 0.1 nm but so does the degree of variability in this separation between different trajectories in the ensemble (Figure 2b). Visual analysis of the simulated trajectories reveals that the reason for this lies in the significant change in the coordination of the divalent ions when sildenafil is bound. In the absence of the ligand, the negatively charged side chains of residues Asp 654 and Asp 764 equally coordinate the two ions (Figure 2c on the left), resulting in a stable configuration with small fluctuations in the separation between the ions. In the presence of the ligand, these two residues provide symmetric coordination for the $\mathrm{Zn}^{2+}$ ion, while the $\mathrm{Mg}^{2+}$ ion is solely coordinated by the water molecules in the cavity (Figure 2c). This allows for its larger mobility and, subsequently, larger separation from the $\mathrm{Zn}^{2+}$ ion and larger overall variance of the distance between them.

What stabilizes sildenafil in the binding pocket? We have analyzed both principal contributions to sildenafil binding indicated in the literature, that is, "hydrophobic clamp" and "glutamine switch". ${ }^{6,8}$ Both of these proposed mechanisms gain support from our simulations. In Figure 3a, we show the distribution of the angle between the planes of the purine ring in sildenafil and the phenyl ring of Phe 820, key participants in the "hydrophobic clamp" mechanism. ${ }^{6}$ These two moieties remain largely parallel with each other, resulting in a stabilizing stacking interaction. Val 782, implicated in stabilizing sildenafil's purine ring in its position, remains in close contact with the ligand throughout the simulations (Figure 3b). Finally, if one analyzes the conserved Gln817, its amide group forms two hydrogen bonds with the purine group of sildenafil $40 \%$ of the time, at least one hydrogen bond $93 \%$ of the time, and no hydrogen bonds only $7 \%$ of the time. Such strong hydrogen bonding is an essential component of the "glutamine switch" mechanism, ${ }^{8}$ and it is evident in our simulations as well.

In addition to the previously described "glutamine switch" and "hydrophobic clamp", our simulations suggest a third, novel contribution to ligand stabilization by phosphodiesterases, which we now term "loop clamp". In the original 1UDT X-ray structure of the molecule, parts of the H loop (residues 665-675) were missing in the density, supposedly because of their high mobility, and were modeled-in for our simulations. It is precisely this H loop, together with an opposing M loop (residues 787-812), which participates in a sizable conformational change upon binding of sildenafil (Figure 4). As the ligand binds, the H loop moves toward the M loop by more than 0.7 nm on average, with many configurations exhibiting changes in excess of 1 nm . In effect, the two loops close down on the ligand clamping it in its position. In Figure 4a, we show the average time trace of the distance between residues His 670 and Asn 798: as is evident, these two residues come closer by on average $0.6-0.8 \mathrm{~nm}$ in the presence of the ligand. This fact is even more clearly illustrated if one looks at the distribution of


Figure 2. (a) Backbone atom-positional RMSD from the experimental X-ray structure for 10 trajectories without (left) and with (right) sildenafil bound. Backbone atoms were used for both rotational fitting and RMSD calculation. (b) Distance between two divalent ions in the core of the protein for the simulations without (left) and with (right) sildenafil bound. Average traces in a and b are shown in gray. (c) Coordination of the $\mathrm{Zn}^{2+}$ and $\mathrm{Mg}^{2+}$ ions in the active site of the enzyme without and with sildenafil bound. In the absence of sildenafil, the carboxyl groups of the residues Asp 654 and Asp 764 coordinate both ions equally. With sildenafil bound, these two residues exclusively coordinate the $\mathrm{Zn}^{2+}$ ion, while the $\mathrm{Mg}^{2+}$ ion moves more freely, being coordinated by water molecules only. This explains the difference in the fluctuations in the distance between the two ions in the two states (Figure 2b). Color code: oxygen, red; zinc ion, gray; magnesium ion, green; nitrogen, blue; carbon, cyan.


Figure 3. (a) Distribution of the angle between the plane of the purine ring of sildenafil and the phenyl ring of Phe 820. (b) Distance between CB in Val 782 and atom 35 in sildenafil over time for the 10 trajectories with sildenafil bound. The average trace is shown in gray.
this distance over the last 1.5 ns in all 10 trajectories (Figure $4 \mathrm{~b})$. The clamping motion of the two loops is exemplified in Figure 4c for two representative members of the ensembles without and with sildenafil bound.

Analysis of the atom-positional root-mean-square fluctuations (RMSF) of the protein around the average configuration (Figure 5a) reveals significant collective changes in the
dynamics of the protein in the presence of the ligand compared to a situation with no ligand bound. Looking at the difference in RMSF when the ligand is bound versus when it is not (Figure 5b,c), calculated over the last 1.5 ns of the trajectories, one sees distinct contiguous regions of the protein whose fluctuations collectively increase, that is, decrease when the ligand is bound. In particular, fluctuations


Figure 4. (a) Time traces of the $\mathrm{C} \alpha-\mathrm{C} \alpha$ distance between residues His 670 and Gln 798 without and with sildenafil bound, averaged over the 103 ns trajectories in the two states. (b) Distributions of the $\mathrm{C} \alpha-\mathrm{C} \alpha$ distance between residues His 670 and Gln 798 without and with sildenafil bound, for both ensembles over the last 1.5 ns of simulation. Distributions were binned using 0.1 nm bins. (c) Two representative structures from the simulations without and with sildenafil bound. H and M loops are outlined in green and yellow, respectively. Residues His 670 and Gln 798 are shown in an explicit van der Waals representation.


Figure 5. (a) Atom-positional root-mean-square fluctuations (RMSF) calculated with respect to the average structure without (black) and with (red) sildenafil bound. (b) Difference between the RMSF values with and without sildenafil bound, rmsf(+SIL) - rmsf(-SIL). (c) Values from b mapped onto the structure of PDE5A (yellow, RMSF decreases with sildenafil bound; red, RMSF increases with sildenafil bound). Position of the sildenafil binding pocket is indicated with an arrow. In b and c , locations of the H and M loops are marked with green and red stars, respectively.
of the protein around the binding pocket decrease in the presence of the ligand, while the diametrically opposite apical
region of the enzyme largely increases in motion (Figure $5 \mathrm{c})$. The behavior of the loops surrounding the binding pocket is particularly noteworthy. The M loop increases in its fluctuations despite getting closer to the H loop. On the other hand, the H loop, which undergoes a much larger relative motion, decreases in fluctuations participating more strongly in relative terms in clamping the ligand in the binding pocket.

Thermodynamics. Thermodynamic Integration. Standard $\lambda$-dependent thermodynamic integration ${ }^{21}$ was carried out to calculate relative free energies of binding of sildenafil and vardenafil. The two molecules differ by the type ( N versus C) of only two atoms (25 and 36) of the purine ring, but, in addition, vardenafil has an extra methyl group attached to the piperazine ring (Figure 1b,c). The latter has been shown to make no significant contribution when it comes to the free energy of binding: vardenafil with no methyl group (demethyl-vardenafil) still binds to PDE5A about 10 times more potently than sildenafil. ${ }^{10}$ Average $\partial H / \partial \lambda$ curves for the sildenafil-to-vardenafil conversion are shown in Figure 6a (ligand in water and in the binding pocket). Numerical integration of these curves yields a relative free energy of binding of $-8.0 \mathrm{~kJ} / \mathrm{mol}$, which is in agreement with experimental results. Measurements of the $\mathrm{IC}_{50}$ values for PDE5A give a range of $1-7 \mathrm{nM}$ for sildenafil ${ }^{31,32}$ and 0.17 nM for vardenafil. ${ }^{10}$ This corresponds to a free energy difference of anywhere between -9.3 and $-4.4 \mathrm{~kJ} / \mathrm{mol}$. Measurements of $K_{\mathrm{D}}$ values, which are a better indication of affinity, yield a range of $8.3-13 \mathrm{nM}$ for sildenafil ${ }^{10}$ and 1 nM for vardenafil. ${ }^{33}$ This equals a range from -5.8 to -5.3 $\mathrm{kJ} / \mathrm{mol}$, when it comes to free energy differences.


Figure 6. Average thermodynamic integration $\langle\partial H / \partial \lambda\rangle$ curves for simulations of the free ligand ("in water") or ligand bound to the protein ("in protein") for (a) vardenafil $(\lambda=0)$ to sildenafil $(\lambda=1)$ conversion and (b) vardenafil $(\lambda=0)$ to demethyl-vardenafil $(\lambda=1)$ conversion. Vertical bars refer to the statistical error at each $\lambda$ value (see Methods for details).

As a control, we have also performed another 26 -point $\lambda$-dependent thermodynamic integration for the conversion from vardenafil to demethyl-vardenafil. ${ }^{10}$ Average $\partial H / \partial \lambda$ curves for this conversion are shown in Figure 6b: we calculate a relative free energy of binding of $3.4 \mathrm{~kJ} / \mathrm{mol}$. The range of experimental values for this free energy difference is anywhere between -2.1 (based on $K_{\mathrm{D}}$ values) and -0.5 $\mathrm{kJ} / \mathrm{mol}$ (based on $\mathrm{IC}_{50}$ values), indicating essentially no significant effect of the piperazine methyl group on the binding. While the simulations do not ideally match the experimental data, they still provide a qualitatively correct picture of binding: these results give us confidence in the force field used as well as in the parametrization of the two ligands.
Single Step Perturbation. In order to study the effects of computational parallelization in the context of SSP, we have first simulated 10 independent 0.5 ns trajectories of the reference ligand (Figure 1d) in the protein and another 10 free in solution, each trajectory being initiated from the same configuration, but with different velocity assignments. Second, we have extended one of the 10 short simulations of the soft reference ligand, chosen at random, to a total length of 5 ns , once in the protein and once free in solution. As shown in Figure 7a, the backbone atom-positional root-meansquare deviation for the entire protein from the experimental structure for both setups parallels to a large degree the results of our simulations with the real sildenafil ligand bound (Figure 2a). The RMSD in the case of the 5 ns simulation reaches about 0.3 nm on average, while in the case of the 0.5 ns trajectories, it remains around 0.25 nm with only one trajectory exceeding 0.35 nm at one point.

How does the sampling in the two cases compare? Equivalently, how diverse are the structures generated in the 5 ns trajectory as opposed to the ones coming from the composite ensemble consisting of the 100.5 ns trajectories? One way to assess this is shown in Figure 7b. We have


Figure 7. (a) Time traces of the backbone atom-positional RMSD from the experimental X-ray structure for the 5-ns-long trajectory and 100.5 -ns-long trajectories with the soft ligand bound. The average trace for the ensemble is shown in gray.
(b) Distributions of all-against-all atom-positional RMSD values for the structures from the $10 \times 0.5 \mathrm{~ns}$ ensemble and the structures from the $1 \times 5$ ns trajectory. Only protein atoms within 0.5 nm from the nearest ligand atom were used for rotational fitting and RMSD calculation. The mean and standard deviation of each distribution is indicated. Distributions were binned using 0.01 nm bins.
calculated an all-against-all atom-positional RMSD matrix for 1000 structures, spaced every 5 ps , for each of the two ensembles, where for rotational fitting and RMSD calculation


Figure 8. Low-lying energy configurations ( $<-160 \mathrm{~kJ} / \mathrm{mol}$ ) for an ensemble ( $10 \times 0.5 \mathrm{~ns}$, crosses) or a single trajectory ( $1 \times 5 \mathrm{~ns}$, boxes) for bound (a) sildenafil or (b) vardenafil. Energies are nonbonding energies for all the atoms that were soft in the reference state simulations. The number of individual configurations whose energy is less than $-160 \mathrm{~kJ} /$ mol is indicated in the graphs. In the case of the $10 \times 0.5 \mathrm{~ns}$ ensembles, trajectories were concatenated in post analysis to yield one 5-ns-long trajectory.
we have used only those atoms of the protein which are 0.5 nm or less away from the nearest atom of the bound ligand. Interactions between these atoms in the protein and the ligand are supposed to give the largest contribution to the final free energy of binding. In Figure 7b, we show the distribution of the RMSD values generated in this way: strikingly, even though one has used the same amount of processing time in the two cases, the ensemble approach with short trajectories yields a significantly greater diversity of structures according to the RMSD measure than does the single long trajectory. In particular, the average RMSD between the members of the single-trajectory ensemble is $0.13 \pm 0.02 \mathrm{~nm}$, while this number climbs to $0.18 \pm 0.04 \mathrm{~nm}$ in the case of the multipletrajectory ensemble.

How do the energies differ between the two setups? In Figure 8, we show total nonbonding energy values of the lowest-energy configurations coming from the two setups, calculated for the built-in sildenafil and vardenafil ligands. More precisely, energies were calculated for all the atoms that were simulated using the soft-core interaction, but after replacement by real-atom parameters, as required by a given real ligand. As can be seen, short parallel trajectories result in a significantly larger number of low-energy configurations compared to a long trajectory of the same overall length, and this is true for both ligands. For example, while the 5 ns trajectory results in 14 configurations of bound sildenafil with energy below $-160 \mathrm{~kJ} / \mathrm{mol}$, this number rises to a total of 347 in the case of the 100.5 ps trajectories (Figure 8a). This ratio changes to 96 versus 607 configurations, respectively, in the case of vardenafil (Figure 8b). In general, the
entire distribution of energy of the configurations coming from the ensemble of short trajectories is shifted toward lower energy values compared to the long trajectory (Figure $9 b, d)$. However, this is true only for the simulations of the ligand in the binding site of the protein: parallelization results in no advantage when it comes to simulations of the ligand free in solution (Figure 9a, c). This is a direct manifestation of the fact that, in the allotted time, the single long trajectory manages to explore the majority of the relevant phase space volume available to the ligand free in solution. As the system behaves ergodically, there is then no difference between running a number of independent trajectories or just one long one. On the other hand, the barriers between low-energy conformations of the ligand are larger in the presence of the protein, which slows down the sampling and consequently makes the ensemble approach more advantageous. This advantage comes from the fact that, by choosing different starting velocities for the 0.5 ns replicas, one already from the start samples different regions of the phase space. As the barriers between these regions can be sizable, they do not get traversed in the course of the 5 ns trajectory, resulting in that case in exploring only a limited section of the phase space.

Finally, the advantage of the ensemble approach reflects itself in the cumulative curves depicting the buildup of the relative binding free energies of the ligands. Sharp, negative deflections in the $\Delta G_{\mathrm{AR}}$ (relative free energy of the real ligands with respect to the soft state) curves are indicative of finding low-energy configurations that significantly contribute to the final $\Delta G_{\mathrm{AR}}$ value. As is evident from Figure 10 , there is an appreciably greater number of such configurations coming from the ensemble set as opposed to the single trajectory for both ligands. However, even more important is the fact that the final average relative free energy of binding is significantly more negative in the case of the ensemble approach: running several short trajectories manages to pick out low-energy configurations much more efficiently than does one single, long trajectory.

## Discussion

Our observation of significant conformational changes in the H and M loops of PDE5A upon the binding of sildenafil is interesting as it represents a third, novel contribution to the stability of the ligand in the binding pocket, in addition to the previously described "glutamine switch" ${ }^{8}$ and "hydrophobic clamp". ${ }^{6}$ The two loops cover up the ligand in the binding pocket, clamping it in its position, and hence we term this feature of the enzyme the "loop clamp". Here, it should be emphasized that, in this clamping motion, the H loop undergoes a significantly greater motion compared to the M loop, which remains close to its average unbound position but starts fluctuating around it more significantly (Figure 5c). When our computational study was being initiated, there was no complete structure of the H loop available, and we resorted to modeling techniques to build it into the initial structure. As our study was already completed, a series of new X-ray structures of PDE5A appeared, ${ }^{34}$ including, most importantly, structures of the enzyme with and without sildenafil bound, both with the H


Figure 9. Distributions of nonbonding energies for an ensemble ( $10 \times 0.5 \mathrm{~ns}$, thick lines) or a single trajectory ( $1 \times 5 \mathrm{~ns}$, dashed thin line) for (a) sildenafil or (b) vardenafil in water (left) or in the protein (right). Energies are nonbonding energies for all the atoms that were soft in the reference state simulations. All distributions were binned in $1 \mathrm{~kJ} / \mathrm{mol}$ bins.


Figure 10. Development of the ensemble average value for $\Delta G_{A R}$ (relative free energy of a real ligand with respect to the soft ligand) for (a) sildenafil and (b) vardenafil. Configurations, which contribute significantly to the average, cause discontinuities in the graphs and are indicated by arrows. In the case of the $10 \times 0.5$ ns ensembles, trajectories were concatenated in post analysis to yield one 5 -ns-long trajectory.
loop fully resolved. In this study, Ke and co-workers observed large-scale motions of the loop upon binding of the ligand, which are in many respects in good agreement with our observations. In their structures, the H loop executes an approximately 2 nm motion forming close van der Waals contacts with the piperazine moiety of sildenafil, resulting in almost complete burial of the ligand in the binding pocket. This is highly analogous to what we see, except that in our simulations the two dominant conformations of the H loop are slightly less apart (Figure 4b). Interestingly, Ke and coworkers also note small motions of the M loop toward the H loop, again analogous to what we see. Here, it should be mentioned that, even in the presence of the ligand, a small
subset of our simulated structures remains in an unclamped position with H and M loops spread apart. In their measurements of the binding constant of sildenafil to PDE5A, Corbin and co-workers ${ }^{33}$ observed two different dissociation constants for the ligand, a slow one and a fast one. It is possible that the fast and the slow dissociation constants reflect dissociation from a heterogeneous ensemble of structures, some of which have the loops spread apart and some of which have them clamped together. In the latter case, for dissociation to occur, the loops would first have to open up, resulting in a slower apparent dissociation rate.

Despite the improvements in sampling achieved through parallelization, the SSP results for the relative free energies of binding of vardenafil, sildenafil, and demethyl-vardenafil are at odds with the experimental findings as well as thermodynamic integration results. In Table 1, we summarize the relative free energies of binding and their components for vardenafil versus sildenafil and vardenafil versus dem-ethyl-vardenafil. In both cases, the SSP results are both quantitatively and qualitatively at odds with the experimental results. While the experiment suggests the ordering of vardenafil, demethyl-vardenafil, and then sildenafil, going from the strongest to the weakest binder, the SSP results give an exactly opposite ordering, with sildenafil being the best binder. If one looks at the single 5 ns trajectory and calculates the free energy estimates over its first and second halves, one gets significantly different values for the ligand in the protein. This is a strong indication that the trajectory is not covering all of the relevant configurations in the time allotted. Interestingly, the first 2.5 ns of this trajectory yield a free energy difference for vardenafil and sildenafil (-3.6 $\mathrm{kJ} / \mathrm{mol}$ ) which is close to the experimentally determined value. This agreement, however, is purely fortuitous. In general, the free energies of the ligand in the protein are likely the ones causing the overall disagreement with experimental results: the convergence of the free energy values for the ligand in water is in general much better.

The fact that the thermodynamic integration results are in a much better agreement with experimental results suggests

Table 1. Free Energy Difference in Water and in the Protein for Vardenafil versus Sildenafil (var-sil) and Vardenafil versus Demethyl-Vardenafil (var-dmvar) Using the Single-Step Perturbation (SSP) Technique ${ }^{a}$

|  | water <br> $(\mathrm{kJ} / \mathrm{mol})$ | protein <br> $(\mathrm{kJ} / \mathrm{mol})$ | total <br> $(\mathrm{kJ} / \mathrm{mol})$ |
| :--- | ---: | ---: | :--- |
| $\Delta \Delta G_{\text {var-sil }}(1 \times)$ | -18.3 | -20.7 | -2.4 |
| $\Delta \Delta G_{\text {var-sil }}(1 \times, 0-2.5 \mathrm{~ns})$ | -19.0 | -22.6 | -3.6 |
| $\Delta \Delta G_{\text {var-sil }}(1 \times, 2.5-5 \mathrm{~ns})$ | -16.0 | -10.1 | 5.9 |
| $\Delta \Delta G_{\text {var-sil }}(10 \times)$ | -18.0 | -7.8 | 10.2 |
| $\Delta \Delta G_{\text {var-sil }}$ (merged) | $-\mathbf{1 7 . 9}$ | $-\mathbf{7 . 8}$ | $\mathbf{1 0 . 1}$ |
| $\Delta \Delta G_{\text {var-sil }}$ (experiment) | $\mathbf{n} / \mathbf{a}$ | $\mathbf{n} / \mathbf{a}$ | $-\mathbf{9 . 3}$ to $-\mathbf{4 . 4}$ |
| $\Delta \Delta G_{\text {var-dmvar }}(1 \times)$ | -4.1 | -9.9 | -5.8 |
| $\Delta \Delta G_{\text {var-dmvar }}(1 \times, 0-2.5 \mathrm{~ns})$ | -4.6 | -11.9 | -7.3 |
| $\Delta \Delta G_{\text {var-dmvar }}(1 \times, 2.5-5 \mathrm{~ns})$ | -2.3 | 0.7 | 3.0 |
| $\Delta \Delta G_{\text {var-dmvar }}(10 \times)$ | -4.3 | 3.2 | 7.5 |
| $\Delta \Delta G_{\text {var-dmvar }}$ (merged) | $\mathbf{4 . 3}$ | $\mathbf{3 . 2}$ | $\mathbf{7 . 5}$ |
| $\Delta \Delta G_{\text {var-dmvar }}$ (experiment) | $\mathbf{n} / \mathbf{a}$ | $\mathbf{n} / \mathbf{a}$ | $-\mathbf{2 . 1}$ to $-\mathbf{0 . 5}$ |

[^36]that the shortcomings of the SSP technique may not be attributed to the deficiencies of the force field used. Rather, the problems are likely to be traced to insufficient sampling as well as to the properties of the reference ligand employed. The reference ligand was designed with mostly neutrally charged soft atoms in the purine ring. The fact that the real ligands vardenafil and sildenafil possess significant partial charges in places where the reference ligand has none, and which are in key positions of opposite polarity, may cause the configurations sampled with the reference ligand to exhibit only little overlap with the configurational space of the real ligand, resulting in poor approximations of the relative binding free energy. This problem has been encountered before, and it represents one of the pressing challenges hindering the further development of the technique. Initially, our aim was to use the SSP technique to calculate the relative binding free energies for a series of different ligands of similar geometry, most of which have not even been synthesized or experimentally tested. This is the reason for using soft atoms in more positions than would be warranted just by the differences between the three ligands that we have analyzed here. However, the unsatisfying agreement with the experiment for these three ligands suggests that such attempts may be premature.

While the results of the SSP calculations may not be fully satisfactory, the demonstration of significant improvements in sampling obtained via brute force parallelization gives hope that further tests and improvements of the method could now be carried out more quickly and with better coverage of the phase space. SSP is essentially a thermodynamic technique, meaning that the exact trajectories of the soft state per se are of no particular interest. What matters is that these trajectories sample well the phase space available to ligands and receptors. In this sense, running multiple short trajectories should pose no problems. One could argue that, if one is interested in kinetics and mechanisms, having single trajec-
tories that are long enough to capture conformational changes of interest, that is, barrier crossing events, may be of advantage. In the case of thermodynamics, using short trajectories should not be a problem, as long as they are long enough to sample well the local free energy minima. We hope that computational parallelization will lead to improvements of the SSP method itself, such that it can reach the levels of accuracy of the much more costly thermodynamic integration.
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#### Abstract

De novo predictions of protein structures at high resolution are plagued by the problem of detecting the native conformation from false energy minima. In this work, we provide an assessment of various detection and refinement protocols on a small subset of the secondgeneration all-atom Rosetta decoy set (Tsai et al. Proteins 2003, 53, 76-87) using two potentials: the all-atom CHARMM PARAM22 force field combined with generalized Born/surfacearea (GB-SA) implicit solvation and the DFIRE-AA statistical potential. Detection schemes included DFIRE-AA conformational scoring and energy minimization followed by scoring with both GB-SA and DFIRE-AA potentials. Refinement methods included short-time (1-ps) molecular dynamics simulations, temperature-based replica exchange molecular dynamics, and a new computational unfold/refold procedure. Refinement methods include temperature-based replica exchange molecular dynamics and a new computational unfold/refold procedure. Our results indicate that simple detection with only minimization is the best protocol for finding the most nativelike structures in the decoy set. The refinement techniques that we tested are generally unsuccessful in improving detection; however, they provide marginal improvements to some of the decoy structures. Future directions in the development of refinement techniques are discussed in the context of the limitations of the protocols evaluated in this study.


## 1. Introduction

Protein structure prediction is becoming an increasingly important part of the biologist's toolkit as the number of protein-encoding DNA sequences from genomic studies vastly outnumbers the available experimentally obtained protein structures. Structure prediction has been tackled by a variety of strategies depending on the similarity of a target amino acid sequence to known protein structures. Comparative modeling is used when the target sequence is very close to one or more known protein structures. ${ }^{1}$ Fold prediction and threading are employed when the sequence can be

[^37]matched through profile similarities with one or more known structures. ${ }^{2}$ Finally, with little perceived similarity to known folds, de novo algorithms generate protein structures either by united-residue folding simulations ${ }^{3}$ or fragment assembly. ${ }^{4}$
The Rosetta program from the Baker group ${ }^{4}$ is considered one of the top methods for de novo structure predictions. Traditionally, de novo folding has been used as a last resort for protein structure prediction. The Rosetta protocol has proven to be very powerful for predicting structures where the fold and its subsequent template alignment can be guessed, but the fold prediction is less than certain. ${ }^{5}$ Rosetta can generate structures of low to medium resolution in many cases, although detecting such structures as being near-native is frequently difficult. ${ }^{6-8}$ Near-native, in the context of this work, refers to structural models whose root-mean-square-
deviation (rmsd) of their alpha-carbon backbone $\left(\mathrm{C}_{\alpha}\right)$ are within $2-3 \AA$ of the experimentally determined structure. Often for a given protein target, between 10000 to 100000 models must be generated for a few models to be near-native structures. Also, the more near-native structures that are generated, the greater the likelihood an atom-based scoring function will be able to detect one or more of the near-native structures as the best scoring. Two criteria must be satisfied, however, to make successful detection and refinement possible. First, the scoring function should score the native as lowest in energy compared to any misfolded structures. In addition, it is necessary that as the native structure is approached, as can be measured by various native-biased metrics such as rmsd or fraction of native contacts, the scores trend toward the native value. This requirement, which we will call a "scoring funnel" is analogous to the folding funnel, whereby real proteins move on a folding trajectory that take on the native fold in a finite time due to some leaning, however slight, toward the lowest free-energy basin. ${ }^{9}$ One caveat in the connection between the scoring funnel and the folding funnel is that the scoring function often lacks some or all of the entropy contributions. ${ }^{10}$

Several refinement protocols have been considered in the literature, although the problem remains largely unsolved. ${ }^{11}$ Presently, a grand challenge problem is to consistently refine low- to medium-resolution protein structure predictions (e.g., $\mathrm{C}_{\alpha}$ rmsd $>4 \AA$ ) to the accuracy necessary for drug-based design (e.g., $\mathrm{C}_{\alpha}$ rmsd $<2.5 \AA$.) Recent efforts have included the work of Lu and Skolnick, ${ }^{12}$ which evaluated the effect of short simulations ( $\sim 50 \mathrm{ps}$ ) using force field and knowledgebased potentials. Misura and Baker ${ }^{7}$ outlined a scheme of making random perturbations to the original Rosetta models, which works well in tandem with their homology-based enrichment procedure. ${ }^{8}$ Fan and Mark ${ }^{13}$ investigated the use of long-time molecular dynamic simulations (>10 ns) in improving initial models. In cases, where only small segments of a protein need to be "refined" (i.e., nonconserved regions of a homology model), configurational enumeration techniques can be quite successful. ${ }^{1-16}$ Nevertheless, larger nonconserved regions (e.g., number of residues, $N_{\text {res }}>11$ ) are still difficult to model because the number of plausible conformations increases exponentially with the number of residues.

A priori knowledge of which protein conformations in a large set of structures are near-native is an unsolved problem because of three reasons. First, the side-chain packing may not be correct, even if the backbone is near-native. In this case, the high-resolution scoring function will often fail. Second, the best structures may not be within the "radius of convergence" of the native basin for a given energy function. ${ }^{8}$ Finally, the high-resolution energy function may sometimes assign a lower energy to a non-native structure compared to the native or near-native conformation.

The potential or scoring functions to discriminate and refine protein structures are currently based on three methods: force-field based ${ }^{10,17,18}$ and knowledge-based ${ }^{19}$ and hybrids of the two. ${ }^{6,7,20}$ Force-field based detection functions often employ a standard parameter set such as CHARMM PARAM22 ${ }^{21}$ or AMBER ${ }^{22}$ and an implicit solvent function
such as generalized Born $(\mathrm{GB})^{23}$ or Poisson-Boltzmann. ${ }^{24}$ One of the goals of this work is to compare two different but exemplary scoring functions, PARAM22/GB-SA ${ }^{17,25}$ and the all-atom distance-scaled ideal-gas reference state (DFIREAA) statistical potential, ${ }^{19,26}$ for detection and refinement. The SA denotes a simple solvent-accessible, surface areabased treatment of the hydrophobic effect. PARAM22/GBSA exhibited one of the best detection capabilities among several force-field based functions in an assessment of CASP4 protein structures, where the specific model of GB was GBMV2. ${ }^{17}$ GBMV2 is a molecular-volume dielectric boundary implicit solvent model which does a good job in mimicking the results of more expensive Poisson solvation calculations. ${ }^{25}$

DFIRE-AA, on the other hand, is very good at distinguishing the native structure from non-native conformations for a wide variety of decoy sets. ${ }^{27}$ Statistical potential approaches have also been successfully employed in the drug-docking problem to detect native poses and estimate binding affinities. ${ }^{27,28}$ Also studied is the ability of such functions to detect near-native structures ${ }^{3,29,30}$ or optimal alignments of structural templates in homology models. ${ }^{31,32}$ Statistical potentials are developed from the growing database of crystal structures in the Protein Data Bank (PDB). ${ }^{33}$ The traditional method involves analyzing the probability distributions and subsequently the potentials of mean force along the distances between pairs of atoms.

In this work, we introduce a hybrid force field for molecular dynamics (MD) simulations that combines a continuous version of the DFIRE-AA statistical potential with the internal energies and van der Waals interactions of a united-atom force field. ${ }^{12}$ Interestingly, MD simulations using this hybrid potential quickly condense the protein and trap it in a local minimum. To take advantage of the rapidity of condensing a protein structure, we developed a method that quickly unfolds and refolds a protein model, thereby generating hundreds of new protein models which can be scored by the DFIRE-AA or any other discriminating energy function. The hope is that some of the newly generated protein models will be lower in energy and closer to the native structure.

We first perform a standard comparison between the allatom PARAM22/GB-SA potential ${ }^{25}$ and the DFIRE-AA statistical potentials ${ }^{34}$ for detection of native and near-native protein structures using several sets of Rosetta-generated protein conformations. We then perform replica exchange simulations using separately the all-atom potential and an MD-adapted form of the statistical potential. Replica exchange entails running several parallel simulation windows spanning a range of temperatures ${ }^{35}$ whereby periodically exchanges of temperature between windows are performed based on a Metropolis Monte Carlo criterion. As a final method, we look at unfolding/refolding of model structures using the hybrid force-field/statistical potential.

## 2. Theory and Methods

2.1. Potentials. The DFIRE-AA statistical potential is one of several knowledge-based potentials described in the literature. ${ }^{29,36}$ It is defined as ${ }^{19}$

$$
\begin{equation*}
u_{\mathrm{DFIRE}}(i, j, r)=-\eta k_{B} T \ln \left[\frac{N_{\mathrm{obs}}(i, j, r)}{\left(\frac{r}{r_{\mathrm{cut}}}\right)^{\alpha} \frac{\Delta r}{\Delta r_{\mathrm{cut}}} N_{\mathrm{obs}}\left(i, j, r_{\mathrm{cut}}\right)}\right] \tag{1}
\end{equation*}
$$

where $i$ and $j$ are non-hydrogen atom types, $r$ is a pairwise distance, $r_{\text {cut }}$ is the cutoff beyond which pairwise interactions are neglected, $\Delta r$ is the histogram bin size, $N_{\text {obs }}$ is a cumulative histogram of the observed occurrence of pairs as a function of the pairwise distance, $\alpha$ is set to 1.61 based on an empirical analysis of hard-sphere protein-like spatial distributions, ${ }^{37}$ and $k_{\mathrm{B}}$ and $T$ are the Boltzmann constant and absolute temperature, respectively. The parameter, $\eta$, is an arbitrary constant that can be modified either to estimate freeenergy differences ${ }^{27}$ or to tune the strength of the DFIRE energy term versus other energy terms. The histograms $N_{\text {obs }}$ in this work were obtained from analysis of a culled set of 1836 PDB structures from the PISCES server ${ }^{38}$ which had better than $1.8-\AA$ resolution and were less than $30 \%$ homologous to each other. We deviated from the original DFIRE protocol by assigning $\Delta r=0.5 \AA$ at all distances and having $r$ range from $0.25 \AA$ to $14.75 \AA$, such that $r_{\text {cut }}=$ 15 Å.

Like many statistical potentials, the DFIRE model is not suitable by itself for exploring the energy landscape without some sort of restraints or constraints. ${ }^{12}$ In the case of Monte Carlo exploration, one can sample different dihedral rotamers of the backbone and side chains, where each conformation is forced to obey standard bond lengths and bond angles. In our case, where we desire to run molecular dynamics, a further issue is that the DFIRE potential needs to be smoothed out. We employed cubic interpolation ${ }^{39}$ to smooth out the potential so that the first derivatives are continuous. An example of this procedure is illustrated in Figure 1. Our complete dynamics potential, denoted here as DFIRE-MD, consists of the standard PARAM19 internal energy and van der Waals attraction/repulsion terms and the smoothed DFIRE-AA potential with $\eta$ set to 0.25 . As compared to DFIRE-AA, DFIRE-MD only incorporates smoothed statistical potential energies from nonbonded list pairs which include intraresidue pairs beyond 1-4 interactions. In minor contrast, typical DFIRE-AA includes all pairs of atoms up to precisely $15 \AA$ excluding all intraresidue pairwise interactions. Electrostatics and solvation were omitted in DFIREMD as they were considered analogous to the contributions of DFIRE-AA. The van der Waals term was retained so that short-range steric interactions were properly modeled. Besides the obvious issue of overcounting in this energy model, it is questionable whether a statistical potential that defines a free energy should be used as a potential for molecular dynamics. Nonetheless, we are mainly concerned in this work with the exploration of a scoring-function surface, and not thermodynamics.

We also employ the all-atom PARAM22 force field ${ }^{21}$ combined with GBMV225 implicit solvent model. A linear surface-area-based hydrophobic term of $30 \mathrm{cal} /\left(\mathrm{mol} \cdot \AA^{2}\right)^{17}$ was also included using the SASA-1 approximation. ${ }^{25}$ As indicated in the Introduction, this combination potential, which we will refer to as PARAM22/GB-SA, was one of the best performers in a previous protein structure detection


Figure 1. Regular and smoothed DFIRE-AA potential for the pairwise interaction of two alanine $\mathrm{C}_{\alpha} \mathrm{S}$. The circles denote the regular DFIRE-AA potential values at the bin centers. The solid curve is the cubic-interpolated version suitable for MD simulations.

Table 1. Features of the Nine Protein Decoy Sets Used in This Work

| $\begin{aligned} & \text { PDB } \\ & \text { ID } \end{aligned}$ | $N_{\text {res }}{ }^{\text {a }}$ | \% alpha | $\begin{gathered} \text { \% } \\ \text { beta } \end{gathered}$ | no. of decoys in set | best rmsd |  | best \% $\mathrm{nc}^{\text {b }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | rmsd | $\begin{gathered} \% \\ \mathrm{nc}^{b} \end{gathered}$ | rmsd | $\begin{gathered} \% \\ n^{6} \end{gathered}$ |
| 1 ail | 67 | 85 | 0 | 1807 | 2.0 | 55 | 2.0 | 55 |
| 1csp | 64 | 0 | 53 | 1809 | 3.2 | 43 | 3.9 | 46 |
| 1 ctf | 67 | 52 | 19 | 1922 | 2.7 | 57 | 3.5 | 64 |
| 1 pgx | 57 | 25 | 46 | 1851 | 1.5 | 63 | 1.5 | 63 |
| 1 r 69 | 61 | 64 | 0 | 1733 | 1.4 | 64 | 1.4 | 69 |
| 1 tif | 59 | 17 | 37 | 1849 | 2.6 | 56 | 2.6 | 56 |
| 1 utg | 62 | 79 | 0 | 1897 | 3.4 | 36 | 5.4 | 53 |
| 1vif | 48 | 0 | 50 | 1896 | 0.4 | 56 | 1.2 | 86 |
| 5 icb | 72 | 57 | 6 | 1870 | 3.0 | 58 | 3.1 | 59 |

${ }^{a}$ Number of residues in protein. ${ }^{b} \% \mathrm{nc}-$ percentage of native contacts.
study using the CASP4 predictions as decoy sets. ${ }^{17}$ We believe that alternative implicit solvent models might lead to a modest decrease in accuracy but being considerably more computationally efficient may outweigh this.
2.2. Protein Model Sets. The specific interest of this work is to assess detection and refinement of de novo-generated protein structure models created by the Baker lab using the Rosetta program. ${ }^{4}$ We looked at nine proteins in this study, with the following PDB identifiers: ${ }^{33}$ 1ail, 1csp, 1ctf, 1pgx, 1 r 69 , 1tif, 1utg, 1vif, and 5icb (see Table 1). These proteins were chosen based on their diversity of secondary structure, availability of online Rosetta decoy sets (which we call Rosetta2, denoting the second generation), ${ }^{6}$ availability of X-ray crystal native structures, and overlap with previous detection and refinement studies. ${ }^{7,8,40}$ Each one of the decoy sets contains approximately 1800 models, which consist of $\sim 1000$ decoys from the original Rosetta decoy set, $\sim 400$ somewhat near to the native, and $\sim 400$ of the lowest $\mathrm{C}_{\alpha}$ rmsd from an exhaustive 200000 model Rosetta run. ${ }^{6}$ The enrichment of low rmsd structures in these sets is certainly an influence on our results and cannot be fairly compared to a prediction protocol where far less than 200000 Rosetta models are generated. This issue is considered more in the Discussion section.

For the first statistical potential detection trial, the allatom decoys were used as-is. For all of the other methods, the Rosetta models were converted to a PARAM19 format using the Multiscale Modeling Tools for Structural Biology (MMTSB) convpdb.pl command and minimized modestly to remove steric clashes (MMTSB minCHARMM.pl command interfaced with CHARMM ${ }^{41}$ ): 50 steps with a steepest descent algorithm followed by 100 steps with an adopted basis Newton-Raphson protocol. The energy function for minimization used a distance-based dielectric electrostatic term with a coefficient of $4 .{ }^{17}$
2.3. Clustering. While results may vary for other sets of Rosetta-generated models, low $\mathrm{C}_{\alpha}$-rmsd structures often show up in the Rosetta 2 decoy sets as seen in Table 1. Also, the population of these low $\mathrm{C}_{\alpha}$-rmsd models may be diminishingly small. ${ }^{6}$ In general, we observe that at the collection phase after a Rosetta run, it is imperative not to discard structures solely by score, because they could actually be the best models, i.e., nearest-native. However, some amount of filtering needs to take place before any computationally intensive refinement procedure such as replica exchange or Z-fold (both described below). In this work, we hierarchically cluster Rosetta-generated decoy structures ${ }^{6}$ to obtain a diverse set of structures using the MMTSB command cluster.pl with the -jclust option. Our nondefault clustering parameters included a maximum of four subclusters per parent cluster (-maxnum option) and minimum of four elements per subcluster (-minsize option.) The clusters were selected from the fourth hierarchical level, such that in each decoy set, at least 16 clusters could be identified in all of the protein sets. The average DFIRE-AA scores from each cluster were ranked, and the lowest-energy conformers from each of the top 16 clusters were defined as the diversity set. Note that the PARAM22/GB-SA scores could have been used instead for ranking.
2.4. Replica Exchange. The replica exchange method $(\operatorname{ReX})^{42}$ is a state-of-the-art technique for sampling an energy landscape. It has been used successfully in studies of protein folding, ${ }^{43}$ loop structure prediction, ${ }^{44}$ and lattice-based protein structure prediction. ${ }^{45}$ The concept behind the method is to run multiple simultaneous molecular dynamics or Monte Carlo simulations with a spectrum of biases and/or temperatures. The principle of using ReX in this study is to allow for automatic unfolding of worse scoring structures and refolding of better scoring structures. In this work, a range of temperature windows is used, and we looked at the performance of separately the PARAM22/GB-SA and DFIREMD potential. After a specified block simulation time, $\tau$, windows $a$ and $b$ exchange temperatures with a probability, $W:{ }^{46}$

$$
\begin{align*}
W(a \Leftrightarrow b) & = \begin{cases}1 & \Delta_{a b} \leq 0 \\
\exp \left(-\Delta_{a b}\right) & \Delta_{a b}>0\end{cases} \\
\Delta_{a b} & =\left(\beta_{a}-\beta_{b}\right)\left(E_{a}-E_{b}\right) \tag{2}
\end{align*}
$$

where $\beta$ is $1 / k_{\mathrm{B}} T$ and $E$ is the potential energy of a particular replica. We used 16 temperature windows ranging exponentially from 298 to 650 K for the DFIRE-MD simulations and 298 to 500 K for the PARAM22/GB-SA runs. The
different temperature ranges selected for each potential reflected the fact that we tried to ramp up the temperature for the DFIRE-MD simulations as high as possible to counter the strong collapsing propensity of this potential, while retaining some energy overlap between windows. The initial structures placed in each window corresponded to the 16member diversity set described above. Block simulation times, $\tau$, were set to 0.4 ps . A total of 2500 exchange steps were carried out, for a cumulative simulation time of 1 ns . Molecular dynamics simulations were performed with the CHARMM software package, ${ }^{41}$ and the replica exchange method was performed with the MMTSB aarex.pl program. ${ }^{47}$

Even though ReX enhances sampling, some accuracy will be lost simply by having to filter out a small number of structures to create a diversity set. Therefore, we decided to also run every minimized decoy with 298 K molecular dynamics for a small amount of simulation time, 1 ps , to compare with the $\operatorname{ReX}$ simulations. With such short runs, the relevant question was whether a small amount of refinement could improve detection.
2.5. Z-Fold Method. Noting the strong attractive nature of a pairwise statistical potential during a MD run, we decided to utilize this feature to refold protein structures with the aim of generating a diversity of conformations in the vicinity of a given model structure. The $Z$-fold method starts by temperature unfolding ( 400 K ) a protein model over a short time with secondary structure restraints and only the vdW and internal energy terms turned on. This is followed by refolding with the DFIRE-MD potential retaining the secondary structure restraints. In this work, the unfolding simulations were performed for 10 ps , and refolding simulations were performed for 6 ps . For each starting model, 10 unfolding simulations with different random seeds were performed. For each unfolded structure, there were then 10 refolds performed, for a total of 100 refolded structures per starting model. The secondary structure restraints were obtained via the $\mathrm{DSSP}^{48}$ program evaluated on the original model. Secondary structure restraints, $E_{\mathrm{ss}}$, of the form

$$
\begin{equation*}
E_{\mathrm{ss}}=K \times \max \left[0, \operatorname{abs}\left(\theta-\frac{\pi \theta_{\min }}{180^{\circ}}\right)-w\right]^{2} \tag{3}
\end{equation*}
$$

were used to restrict the backbone dihedral angles of the identified secondary structure elements to plus or minus the width, $w$, from $\theta_{\min }$. The force constant, $K$, was set to 100 $\mathrm{kcal} / \mathrm{mol} / \mathrm{rad},{ }^{2} w$ is the width of the potential, and $\theta$ corresponds to either the $\phi$ - or $\varphi$-dihedral angles. For the $\alpha$ helix restraints, the parameters were $w=7^{\circ}, \phi_{\min }=-64^{\circ}$, and $\varphi_{\min }=-41^{\circ}$. For the beta-strand restraints, the parameters were $w=40^{\circ}, \phi_{\text {min }}=-120^{\circ}$, and $\varphi_{\text {min }}=+120^{\circ}$. The 16-member diversity sets for each protein were also the starting models in this part of the study. After generation, each refolded structure was minimized and rescored using the PARAM22/GB-SA detection protocol described above.
2.6. Analysis Techniques. A popular measure of the similarity of a model structure with the native conformation is rmsd. In this work, rmsd is defined for the $\mathrm{C}_{\alpha}$ protein backbone versus the native X-ray structure in units of $\AA$. A common evaluation of scoring functions is the Z-score, which normalizes the score of the native, $E_{\text {native }}$, relative to the mean,
$\bar{E}$, and standard deviation, $\sigma$, of the scores of the decoy set:

$$
\begin{equation*}
Z_{\text {ener }}=\frac{E_{\text {native }}-\bar{E}}{\sigma} \tag{4}
\end{equation*}
$$

The Z-score is a useful measure of the depth of the scoring funnel, whereby greater negative values indicate deeper funnels. Nonetheless, detecting a near-native structure from a set of models can only be reliably achieved when there is some propensity of the scoring function to favor structures as they become more and more nativelike. Therefore, we are concerned as well in this work with other criteria: the rmsd of the lowest scoring structure (excluding the native); the best rmsd of the top five scoring structures; the $15 \times$ $15 \%$ enrichment score; ${ }^{6}$ and statistical correlation between rmsd and score. The $15 \times 15 \%$ enrichment score measures the number of structures which are both in the top $15 \%$ of scores and top $15 \%$ of RMSDs to native divided by the number of structures one would expect by chance to satisfy these two criteria. Summa et al. ${ }^{36}$ show that other measures of the usefulness of a scoring potential are correlated significantly with the ones we use here.

While $\mathrm{C}_{\alpha} \mathrm{rmsd}$ is a popular measure of similarity of a conformation to the native structure, it is sometimes helpful to look at other similarity measures, such as fraction of native contacts. The definition for fraction of native contacts is as follows. First, for a given native structure, the native contacts are identified as all side-chain center-of-mass pairs, $(i, j): j$ $>i+1$, whose distances are less than $6.5 \AA \AA^{49}$ Then for each model conformation, the fraction of native contacts is the number of native contacts in the model divided by the total number of native contacts in the X-ray structure. In this work, to conform to the directionality of rmsd scatter plots, we take one minus the result.

## 3. Results

The following section considers separately detection and refinement using two distinct scoring functions: DFIREAA and PARAM22/GB-SA. In the detection subsection, we consider the ability of these two scoring functions to find near-native structures from large decoy sets of de novogenerated conformations. In the refinement subsection, we first ask whether short-time molecular dynamics enhances the detection capabilities of the force field-based score. Then we test the two scoring functions in a standard replica exchange protocol to see whether small subsets of the decoy sets can be induced toward the native state. Finally, noting the collapsing propensities of the DFIRE-AA as a sampling function, we evaluate the above-described unfold/refold method with the same small subsets of decoys.
3.1. Detection. Table 1 outlines some of the features of the decoy sets we chose. The best structures in each set have $\mathrm{C}_{\alpha}$ RMSDs of $\sim 3 \AA$ and below. In contrast, the structures with the best percentage of native contacts have only between $50 \%$ and $65 \%$ similarity. This means that $35-50 \%$ of the native contacts are missing even in the best decoy structures. Therefore, it might be conjectured that scoring functions with atomic resolution may fail to detect the structures that are closer to native, because they are still some distance away in contact space. Finally, in only three of the nine protein

Table 2. Summary of Results for Detection of Structures Using the DFIRE-AA Potential Score on the Original Decoy Structures

| $\begin{aligned} & \text { PDB } \\ & \hline \text { ID } \end{aligned}$ | $Z_{\text {ener }}$ | rmsd of top scoring structure | best rmsd of top 5 scoring structures | enrichment $(15 \times 15 \%)$ | av rmsd of top cluster | best av <br> rmsd of top 5 clusters |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1aila | -2.3 | 8.7 | 4.5 | 0.69 | 9.2 | 7.1 |
| 1cspa | -3.2 | 4.3 | 4.3 | 2.82 | 6.0 | 6.0 |
| 1ctf | -3.5 | 3.3 | 3.3 | 1.85 | 4.8 | 4.8 |
| 1pgx | -4.4 | 5.9 | 2.4 | 2.45 | 5.5 | 4.1 |
| 1r69 | -3.6 | 2.2 | 1.5 | 3.49 | 3.5 | 3.5 |
| 1tif | -5.1 | 7.8 | 3.9 | 0.96 | 5.1 | 5.0 |
| 1utga | -1.3 | 10.7 | 6.7 | 0.54 | 6.2 | 6.2 |
| 1vif | -2.8 | 0.6 | 0.6 | 4.80 | 3.8 | 3.8 |
| $5 i c b^{\text {a }}$ | -2.2 | 4.3 | 4.3 | 2.19 | 5.7 | 5.7 |
| avg ${ }^{\text {b }}$ | -3.2 | 5.3 | 3.5 | 2.20 (1.39) | 5.5 | 5.1 |

${ }^{a}$ Native structure was not detected as the lowest in energy. ${ }^{b}$ Standard deviation in parentheses.

Table 3. Summary of Results for Detection of Structures Using the DFIRE-AA Potential Score on the Minimized Decoy Structures ${ }^{\text {a }}$

| $\begin{aligned} & \text { PDB } \\ & \hline \text { ID } \end{aligned}$ | $Z_{\text {ener }}$ | rmsd of top scorer | best rmsd of top 5 scoring structures | enrichment $(15 \times 15 \%)$ | av rmsd of top cluster | best av rmsd of top 5 clusters |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1ail ${ }^{\text {b }}$ | -1.4 | 9.7 | 7.7 | 0.64 | 9.2 | 6.6 |
| $1 \mathrm{csp}^{\text {b }}$ | -3.1 | 4.3 | 3.9 | 2.78 | 6.0 | 6.0 |
| 1 ctf | -3.3 | 3.3 | 3.3 | 1.87 | 4.8 | 4.8 |
| 1 pgx | -3.6 | 5.9 | 2.4 | 2.52 | 4.2 | 4.1 |
| 1 r 69 | -3.5 | 2.2 | 1.5 | 3.80 | 3.5 | 3.5 |
| 1 tif | -3.8 | 7.8 | 3.8 | 1.08 | 5.1 | 5.0 |
| $1 u^{\text {a }}{ }^{\text {b }}$ | -0.5 | 5.4 | 5.4 | 0.30 | 6.2 | 6.2 |
| 1 vif | -2.2 | 0.6 | 0.6 | 4.71 | 3.8 | 3.8 |
| $5 \mathrm{icb}{ }^{\text {b }}$ | -1.8 | 4.4 | 4.2 | 2.04 | 5.7 | 5.6 |
| $\mathrm{avg}^{\text {c }}$ | -2.6 | 4.8 | 3.6 | 2.19 (1.45) | 5.4 | 5.1 |

[^38]sets is the best rmsd structure also the closest to the native in contact space.

The PARAM22/GB-SA potential is marginally better than DFIRE-AA at detecting a low-rmsd structure using score alone, as seen in Tables $2-4$. Both potentials perform roughly the same in detection if the top five scoring conformations are considered. One can also see that the average Z-score for the PARAM22/GB-SA is slightly superior to the DFIRE-AA one. Furthermore, DFIRE-AA fails to detect the native X-ray crystal structure for four proteins (even with minimization), while PARAM22/GBSA fails for only two proteins. The $15 \times 15 \%$ enrichment scores for both potentials are on average roughly the same, while the standard deviation of these scores suggest DFIREAA can be either better or worse than PARAM22/GB-SA for a specific protein. For example, the DFIRE-AA potential fares worse than chance (i.e., enrichment scores less than 1) for three proteins, while the PARAM22/GB-SA enrichment values are above chance in each protein case. Using a clustering scheme to choose structures or sets of structures is somewhat worse than single conformation detection for DFIRE-AA (Tables 2 and 3) and significantly worse for PARAM22/GB-SA (Table 4). In principle, clustering should

Table 4. Summary of Results for the Detection of Structures Using the PARAM22/GB-SA Potential on the Minimized Decoy Structures ${ }^{a}$

| $\begin{aligned} & \text { PDB } \\ & \text { ID } \end{aligned}$ | $Z_{\text {ener }}$ | rmsd of top scoring structure | best rmsd of top 5 scoring structures | $\begin{aligned} & \text { enrichment } \\ & (15 \times 15 \%) \end{aligned}$ | av rmsd of top cluster | best av rmsd of top 5 clusters |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 ail | -3.3 | 10.7 | 4.0 | 2.58 | 6.6 | 6.6 |
| 1csp | -4.2 | 4.5 | 4.3 | 1.82 | 6.0 | 6.0 |
| 1 ctf | -4.9 | 3.7 | 3.3 | 2.22 | 4.8 | 4.8 |
| 1 pgx | -5.5 | 2.4 | 2.4 | 1.32 | 5.5 | 4.5 |
| 1 r 69 | -5.8 | 2.4 | 1.7 | 2.59 | 3.5 | 3.5 |
| 1 tif | -5.1 | 4.4 | 4.0 | 1.35 | 6.0 | 5.0 |
| $1 \mathrm{utg}^{\text {b }}$ | -2.1 | 4.7 | 4.6 | 1.55 | 6.2 | 6.2 |
| 1 vif | -3.2 | 0.5 | 0.4 | 4.22 | 3.8 | 3.8 |
| $5 \mathrm{icb}^{\text {b }}$ | -1.8 | 4.1 | 4.0 | 1.66 | 8.4 | 5.6 |
| $\mathrm{avg}^{\text {c }}$ | -4.0 | 4.2 | 3.2 | 2.15 (0.92) | 5.6 | 5.1 |

[^39]help smooth out noise in the scoring function. In practice, lingering clashes in specific structures are more penalized in the PARAM22/GB-SA results, likely leading to worse overall average cluster energies. Furthermore, cluster populations at this stage are unlikely to be fruitful, given that they are dependent on the "thermodynamic" sampling of the lower-resolution Rosetta united-residue function.

It is interesting to compare the results of the original paper associated with the decoys we used. ${ }^{6}$ Tsai et al. reports an average Z-score of -4.5 and enrichment value of 1.86 for all 78 proteins using their single unified $\alpha / \beta$ scoring potential. This is not a fair comparison between our results and theirs as we are using a small manually selected subset of proteins

from their large collection. However, it shows that our forcefield results are in line with their analyses, which had used a different atomic resolution potential.

In Figure 2, we show two examples of the detection problem using the Rosetta decoy sets: an easy case and a difficult case. In the easy situation, 1vif (Figure 2a,b), there are several very near-native structures generated. Also, as the structures approach the native, there is a downward slope in energy. Structures below $1 \AA$ in rmsd are detectable versus the rest of the set using the PARAM22/GB-SA potential. Furthermore, the lowest energy structure for this potential is nearly the lowest rmsd. ${ }^{8}$ In contrast, in the difficult case, the 1ail (Figure 2c,d) decoy set has few structures that are better than $4 \AA$ and only one structure better than $2 \AA$. Visually, one might consider the group of structures in Figure 2c at $\sim 4.5 \AA$ have on average a better score than the other group, which suggests that by clustering a $\sim 4 \AA$ conformation could be selected out. In reality, though, no such lowerscoring cluster was identified (Table 4). Figure 2c also illustrates how single structure detection can fail sometimes, as it picks out the low-scoring conformation at $10.7 \AA$ A. Figure 2 d shows that DFIRE-AA cannot discern the native structure as lowest in energy. In addition, there are no visible trends in this scatter plot.

Figure 3 illustrates the point that even if many 2 and $3 \AA$ structures are in the decoy set, they may have a lot of missing native contacts. This provides some evidence of why atomic resolution scoring functions may not detect these lower rmsd structures. Figure 3b shows very little funnel-like behavior, likely due to the large gap in native contact space between the best decoys and the native structure. In Figure 3c, the


Figure 2. Scatter plots of the PARAM22/GB-SA and DFIRE-AA potentials vs $\mathrm{C}_{\alpha}$ rmsd to native: (a-b) 1vif, an easy test case for detection and (c-d) 1ail, a difficult test case for detection.


Figure 3. For the 1 pgx decoy set, comparison of (a) PARAM22/GB-SA score with $\mathrm{C}_{\alpha}$ rmsd, (b) PARAM22/GB-SA score with fraction of native contacts, and (c) fraction of native contacts with $\mathrm{C}_{\alpha}$ rmsd.
structures between 2 and $4 \AA$ begin to have some slope toward more native contacts than the continuum of structures in the set.

In Table 5, the funnel-like behavior of the two scoring functions is further quantified by looking at the correlation coefficient of the score to the rmsd of decoys which are close to the native. ${ }^{7,50}$ In most proteins, small correlations do exist between score and rmsd. However, in some notable cases, such as 1tif and 1utg for DFIRE-AA and 1pgx for PARAM22/ GB-SA, the correlations are nearly zero or negative, indicating no funnel-like behavior. Since the Rosetta-generated decoys do not completely span the conformation space of our test proteins, the correlations are probably, in general, underestimated. In fact, protein decoy sets obtained by

Table 5. Correlation Coefficient of DFIRE-AA and PARAM22/GB-SA Scores vs RMSD as a Function of Different RMSD Ranges of Conformations

| $\begin{aligned} & \text { PDB } \\ & \text { ID } \end{aligned}$ | DFIRE-AA |  |  | PARAM22/GB-SA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | <4 Å | $<6$ Å | all | <4 Å | <6 A | all |
| 1ail | -0.05 | 0.20 | 0.03 | 0.32 | 0.34 | 0.25 |
| 1csp | 0.07 | 0.22 | 0.48 | 0.06 | 0.12 | 0.11 |
| 1 ctf | 0.06 | 0.22 | 0.43 | 0.17 | 0.30 | 0.23 |
| 1 pgx | 0.44 | 0.39 | 0.41 | -0.03 | -0.01 | 0.04 |
| $1 \mathrm{r69}$ | 0.48 | 0.51 | 0.51 | 0.32 | 0.38 | 0.24 |
| 1 tif | -0.09 | 0.08 | 0.39 | -0.16 | 0.13 | 0.06 |
| 1 l tg | -0.09 | -0.22 | 0.11 | 0.27 | 0.17 | 0.18 |
| 1vif | 0.74 | 0.87 | 0.85 | 0.51 | 0.67 | 0.65 |
| 5 cb | 0.22 | 0.27 | 0.44 | 0.07 | 0.16 | 0.16 |
| avg | 0.20 | 0.28 | 0.41 | 0.17 | 0.25 | 0.21 |

Table 6. Summary of Results for Detection/Refinement of Structures Using Short-Time Molecular Dynamics (1 ps) with the PARAM22/GB-SA Potential

| PDB <br> ID | rmsd $^{a}$ of <br> top <br> scorer | best rmsd <br> of top ${ }^{a}$ <br> scorers $^{b}$ | enrichment <br> $(15 \times 15 \%)$ |
| :--- | :---: | :---: | :--- |
| 1ail | 10.8 | 4.0 | 2.53 |
| 1csp | 7.7 | 4.5 | 1.87 |
| 1ctf | 4.0 | 3.6 | 1.94 |
| 1pgx | 11.8 | 2.5 | 2.21 |
| 1r69 | 1.7 | 1.7 | 3.92 |
| 1tif | 4.0 | 3.4 | 1.44 |
| 1utg | 11.0 | 4.5 | 1.41 |
| 1vif | 0.9 | 0.9 | 4.29 |
| 5icb | 4.1 | 4.2 | 1.90 |
| avg $^{c}$ | 6.2 | 3.3 | $2.39(1.04)$ |

${ }^{a}$ rmsd defined with respect to the final structures of the dynamics trajectories ${ }^{b}$ Score defined as the average potential energy over the short-time dynamics simulation. ${ }^{c}$ Standard deviation in parentheses.
perturbation of the native structure tend to show improved correlation between score and rmsd at various rmsd ranges (results not shown). ${ }^{51}$
3.2. Refinement. Short-run MD results on every decoy structure are presented in Table 6. The goal here was to obtain quick refinement of all of the decoy structures in the hopes that poor side-chain contacts in good rmsd structures might be rectified and detection would be improved. Unfortunately, single structure detection results were $2 \AA$ worse on average than minimization alone. Side-by-side comparisons with the optimized structure results show that dynamics increased detection errors for a few of the difficult cases and 1pgx. Using the top five scoring conformations criteria, the dynamics results are on par with simple optimization. Finally, enrichment scores are overall enhanced somewhat by short-time dynamics. While these simulations lack equilibration at 298 K , which could be a source of error, there is a practical compromise with simulation runtime when thousands of structures must be simulated. ${ }^{8}$

Tables 7 and 8 summarize the results of $\operatorname{ReX}$ simulations on a diversity set of conformations $(N=16)$ for each protein. Each small set includes at least one structure of $\sim 3 \AA$ rmsd quality. The sampling nature of $\mathrm{ReX}-\mathrm{MD}$ simulations permits us to look at clusters and their respective populations

Table 7. Summary of Results for Detection and Refinement of Structures from 1-ns Replica Exchange Molecular Dynamics Simulations Using the DFIRE-MD Potential

|  | best <br> rmsd in <br> diversity <br> PDB | lowest <br> rmsd <br> $(298 ~ K)$ | lowest <br> rmsd <br> (all T) | lowest av <br> energy <br> cluster <br> $(\text { rmsd })^{a, b}$ | most <br> populated <br> cluster <br> $(\text { rmsd })^{\text {a,b }}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1ail | 5.3 | 5.3 | 4.9 | 10.9 | 10.9 |
| 1csp | 3.6 | 3.5 | 3.4 | 8.0 | 5.7 |
| 1ctf | 3.6 | 3.4 | 3.4 | 10.4 | 5.2 |
| 1pgx | 1.5 | 1.9 | 1.0 | 8.8 | 8.8 |
| 1r69 | 1.5 | 1.1 | 1.1 | 3.5 | 1.5 |
| 1tif | 4.1 | 4.0 | 3.5 | 4.9 | 4.9 |
| 1utg | 4.8 | 5.7 | 4.8 | 8.4 | 10.4 |
| 1vif | 0.6 | 0.6 | 0.6 | 9.4 | $3.7 c$ |
| 5icb | 4.3 | 4.1 | 3.3 | 4.8 | 4.4 |
| avg | 3.3 | 3.3 | 2.9 | 7.7 | 6.2 |

${ }^{a}$ Structures and energies obtained from the final step of the simulation block in the 298 K window. ${ }^{b}$ rmsd was averaged over the structures in the specified cluster. ${ }^{\text {c }}$ Averaged over two clusters tied for first, with RMSDs of $2.8 \AA$ and $4.6 \AA$.

Table 8. Summary of Results for Detection and Refinement of Structures via 1-ns Replica Exchange Molecular Dynamics Simulations with the PARAM22/ GB-SA Potential

|  | best <br> rmsd in <br> diversity <br> set | lowest <br> rmsd <br> $(298 ~ K)$ | ID <br> lowest <br> rmsd <br> (all T) | lowest av <br> energy <br> cluster <br> $(\text { rmsd })^{a, b, c}$ | most <br> populated <br> cluster <br> $(\text { rmsd })^{a, b}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1ail | 5.3 | 5.2 | 4.8 | 6.8 | 11.8 |
| 1csp | 3.6 | 3.4 | 3.4 | 7.0 | 4.2 |
| 1ctf | 3.6 | 3.1 | 3.1 | 11.3 | 10.9 |
| 1pgx | 1.5 | 1.7 | 1.6 | 6.5 | 7.1 |
| 1r69 | 1.5 | 1.3 | 1.3 | 3.0 | 3.0 |
| 1tif | 4.1 | 3.9 | 3.6 | 6.1 | 6.1 |
| 1utg | 4.8 | 4.4 | 4.1 | 5.7 | 10.0 |
| 1vif | 0.6 | 0.7 | 0.7 | 2.0 | 1.8 |
| 5icb | 4.3 | 4.2 | 3.4 | 5.0 | 5.0 |
| avg | 3.3 | 3.1 | 2.9 | 5.9 | 6.7 |

[^40]at 298 K as analogous to free energies of these clusters. The data indicate the cluster population offered better detection than average energy for the DFIRE-MD potential but not the PARAM22/GB-SA potential. Given the limited number of proteins in this work, neither average energy nor free energy can be distinguished as better than the other. In only a few of the protein cases for both potentials did the lowest rmsd starting conformation contribute significantly to the lowest-energy cluster. This highlights the limitations of the potentials and the fact that no significant folding funnel could be discerned at such limited rmsd quality. Proteins 1ail and lutg exemplify the latter constraint.
Interestingly, there are slight rmsd improvements, albeit undetectable via energy criteria, which take place for both potentials for most of the proteins. ${ }^{7,12}$ At 298 K , the improvements average $0.2 \AA$ for PARAM22/GB-SA. Over all the temperature windows, improvements average as much
as $0.4 \AA$. In the case of DFIRE-MD, these rmsd improvements may not reflect refinement as much as compacting of the model structures. It is also noted that the best structures were not produced and preserved in the lowest temperature ( 298 K ) window.

Some further details of a single replica exchange simulation (1pgx/PARAM22-GBSA) are presented in Figure 4. The progressions of the two lowest rmsd models, as seen in Figure 4 a , are quite different. The $2.4 \AA$ structure stabilizes and becomes lower in rmsd to about $2.0 \AA$, while the $1.4 \AA$ structure gets significantly worse over time. This divergence can be explained in Figure 4b,c, where the $2.4 \AA$ structure spent much more time in cooler temperature windows than the $1.4 \AA$ model. Finally, as illustrated in Figure 4d, we note that in the first $600+$ ps, a $7 \AA$ model dominates the lowest temperature window. Consistent with this result, the data in Table 8 indicate that the lowest free-energy cluster had an average rmsd of $\sim 7 \AA$. One might surmise that with further sampling the $2.5 \AA$ model would dominate the 298 K window and be detected as the lowest in free energy.

Two more important points can be gleaned from Figure 4. First, the energy of a structure and not its rmsd to the native dictates how the models will percolate through the temperature windows. Hence, a poorly scoring low-rmsd structure inserted into a simulation may end up getting muddled by high temperatures. Second, the ReX simulations, as computationally intensive as they are, generally must be run for much longer simulation times than were done here (e.g., $10-100 \mathrm{~ns}$ ) to get convergent population statistics.

Overall, the ReX results are not as remarkable as the simple detection schemes, despite the orders of magnitude more computational effort. Our PARAM22/GB-SA replica exchange on proteins of the size studied here required 2 days of computation per protein on 16 AMD Athlon 2200+ processors. In contrast, the PARAM22/GB-SA detection protocol on an entire decoy set required about 5 h on a single CPU.

Figure 5 illustrates that the DFIRE scores can be highly correlated with the compactness of the conformations. Although this trait may not be able to completely explain DFIRE-AA detection abilities, it does suggest that running on the DFIRE-MD energy surface could cause structures to become more compact. In fact, Figure 6 illustrates that DFIRE-MD tends to compress protein structures and make them more spherical in shape. This can be attributed to the fact that DFIRE-potential tends to maximize intraprotein contacts. An opposing protein contact breaker, such as a solvation term, is lacking. ${ }^{36}$ Despite the distortions caused by DFIRE-MD, the potential is very expedient at forming contacts. In Figure 7, one can see that a partially extended conformation is quickly collapsed into a compact structure in a mere 5 ps of simulation time.

Given the quick collapsing propensities of DFIRE-MD, the Z-fold method was tested, and the results are summarized in Table 9. As one can see, the results are not much better than replica exchange on average. The lowest average energy and lowest free-energy clusters are on par with clustering results in the detection and replica exchange calculations. Most noticeably, the best rmsd structure is on average 0.3


Figure 4. Replica exchange results for the 1 pgx diversity set using the PARAM22/GB-SA potential. (a) Comparison of $2.4 \AA$ (solid line) and $1.4 \AA$ (dashed line) models. Temperature progressions of the (b) $2.4 \AA$, (c) $1.4 \AA$, and (d) $7 \AA$ models.


Figure 5. Comparison of the DFIRE-AA score with radius of gyration for the 1pgx decoy set.
$\AA$ better than the original best structure. Nevertheless, some of the rmsd improvement could be due to the compacting nature of the DFIRE-MD potential. Another issue is that neither the DFIRE-MD nor the PARAM22/GB-SA potential was able to detect the best rmsd structures. In Figure 8, it appears that improvements in rmsd were achieved for structures $2 \AA$ and farther from the native. Sometimes rmsd improvements could be detected by DFIRE-MD as illustrated by the filled squares which lie above and below the zero line. Once again, some structure compacting may be occurring, and small rmsd improvements may not translate completely as refinements.


Figure 6. DFIRE-MD compresses native 1pgx protein structure over a simulation time period of 1 ns : (left) native structure and (right) after 1 ns of DFIRE-MD. Molecular graphics rendered with VMD software. ${ }^{67}$

## 4. Discussion

4.1. Decoy Set Properties. The ability to detect near-native structures from a set of conformations is inevitably related to the quality of structures in the set. If enough low-rmsd structures are available, any good detection function should be able to pick up at least some of these structures as better in score than the rest. The extreme case of an easy decoy set would be one where model structures are developed from perturbations of the native. Small perturbation decoys would


Figure 7. Radius gyration as a function of simulation time for the most extended model structure in the 1 pgx decoy set using the DFIRE-MD potential at a temperature of 298 K .
be very near-native, and if the detection function labels the native as best, it would likely label near-natives better than misfolds.

Most of the low-rmsd structures in the Rosetta2 decoy sets are culled from Rosetta runs of nearly 200000 structures per protein set. Generation of 200000 structures for a single target is roughly an order magnitude larger than the standard automated server Robetta protocol. With today's computing, a single protein prediction would require effort on the order of CPU-weeks ${ }^{52}$ to generate 200000 models. Enrichment of the decoy sets with low-rmsd structures seems to increase the probability of detecting near-native structures, because the likelihood that at least one near-native structure will outscore all of the other structures increases. In addition, if clustering is performed, the near-native enrichment may provide a distinct cluster of structures from which to select. Furthermore, analyses such as the colony energy method, ${ }^{14}$ which modifies the scores based on the presence of structural neighbors, would be biased by the enrichment protocol since as structures become closer to the native, they also become closer to each other, hence enhancing the pairwise rmsd weighting factors.

Bradley et al. shows that low-rmsd structures can often be found by using sequences homologous to the target in the Rosetta algorithm ${ }^{8}$ where only a total of $10-20$ thousand structures need to be built. Note that for the three proteins in common between their test set and ours (1tif, (1r69, and (1csp), their "Round $2 " \mathrm{C}_{\alpha}$ rmsd results (4.1, 1.2, and 4.7 $\AA$ ) are quite comparable to our simple PARAM22/GB-SA detection of their enriched decoy set (4.4, 2.4, and $4.5 \AA$ ). This favorable comparison is likely due to the fact that generating a large decoy set of 200000 models increases the probability that there will be enough lower rmsd structures from which to detect. Moreover, it is unclear from the work of Bradley et al., whether their improvements were gained by increasing diversity or by using a computationally intensive refinement procedure (100-150 CPU-days per protein).

Despite the presence of near-native structures in every set in this work based on rmsd, other indicators such as fraction of native contacts suggest that the so-called near-natives are not near enough. With only an average of $60 \%$ native
contacts for the best structures, it makes sense that the atomic resolution scoring functions may have some difficulty in detection. There are two reasons why the fraction of native contacts may be lacking. First, the side-chain prediction algorithm used for these decoy sets may not be optimal. Tests of rebuilding side chains with the SCAP method ${ }^{53}$ led to better overall DFIRE-AA scores (results not shown). The other issue is that the fraction of native contacts may have, in analogy to a scoring function, a narrow funnel versus backbone rmsd. Most of the native contacts will collapse into place only when the protein is very close to the native in backbone rmsd space (see, for example, Figure 3c).
4.2. Scoring/Energy Functions. In this work, we looked at two diverse scoring/energy functions: one force fieldbased and the other statistically based. Force field-based functions are considered to be accurate but have many drawbacks. First, the standard van der Waals repulsion term is very sensitive to the positions of neighboring atoms such that structural minimization is required. Tsai et al. suggest the use of finite core repulsion terms to alleviate this issue. ${ }^{6}$ A compromise, however, must be made to ensure that the core is repulsive enough to filter out incorrectly packed structures. Another problem with force field-based functions is that the folding funnel is trying to mimic the physical energy landscape of real proteins. As such, real proteins may have a subtle free energy gradient toward the native that requires long folding times (e.g., milliseconds to several seconds). Compared to the standard simulation times possibly using current computer resources, typically in the singledigit nanosecond range, there is a gap of several orders of magnitude. ${ }^{13}$ A final problem with force field-based potentials is that they may be too inaccurate. Consequently, after exceptional computational effort of using them, simulations may still lead to unphysical structures.

One of the main problems with a pairwise-only statistical potential such as DFIRE-AA is the lack of a microenvironment or solvation term. ${ }^{36}$ Many scoring functions already employ such additional terms. ${ }^{6,20,36}$ This is needed because pairwise contacts are not statistically independent in known protein structures. ${ }^{36}$ We believe such additions might increase the number of near-natives detected for some protein sets. The DFIRE-AA potential, like other statistical potentials, gleans information from native PDB structures. Consequently, unfolded state information is noticeably absent. This presumably leads to the large energy gradient in DFIREAA seen in the protein collapsing simulations (Figures 6 and 7). Atomic force fields, on the other hand, contain a relatively balanced description of unfolded and folded states. Thus, the energetic differences and subsequent propensities to drive folding are much more subtle and should be on the order of $5-15 \mathrm{kcal} / \mathrm{mol}$, at least in terms of free energy. ${ }^{54}$ Skolnick et al. ${ }^{20}$ suggest parametrizing an energy function based on decoys/misfolds and near-natives. In this way, there is an enforced funnel or directionality between the two extremes which can be tuned to obtain a desired folding gradient.

The general issue regarding scoring functions is to what extent can they be optimized to achieve a significant folding funnel? Furthermore, the two key aspects of the funnel are its depth and width. Maximization of the Z-score by Tsai et

Table 9. Summary of Results for Detection and Refinement of Structures Using the Z-Fold Method

| $\begin{aligned} & \text { PDB } \\ & \text { ID } \end{aligned}$ | best rmsd diversity set | $\begin{aligned} & \text { best } \\ & \text { rmsd } \end{aligned}$ | low av energy cluster | low free energy cluster | rmsd of lowest energy | best rmsd of top 5 | top rescored ${ }^{a}$ | best rmsd of top 5 rescored $^{a}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1ail | 5.3 | 5.0 | 11.9 | 8.6 | 7.6 | 7.6 | 7.7 | 7.5 |
| 1csp | 3.6 | 3.3 | 4.2 | 4.2 | 3.4 | 3.4 | 4.5 | 4.1 |
| 1 ctf | 3.6 | 2.9 | 8.3 | 4.4 | 3.8 | 3.5 | 3.7 | 3.0 |
| 1pgx | 1.5 | 1.2 | 2.1 | 5.7 | 10.5 | 2.0 | 2.2 | 1.2 |
| 1 r 69 | 1.5 | 1.0 | 1.5 | 5.7 | 1.1 | 1.1 | 1.1 | 1.1 |
| 1 tif | 4.1 | 3.9 | 5.2 | 6.9 | 5.1 | 5.0 | 5.2 | 5.2 |
| 1utg | 4.8 | 4.2 | 10.9 | 5.1 | 10.9 | 5.0 | 10.5 | 9.3 |
| 1 vif | 0.6 | 1.6 | 2.5 | 5.1 | 3.1 | 1.9 | 2.9 | 1.8 |
| 5 cb | 4.3 | 3.8 | 2.9 | 3.9 | 9.0 | 4.3 | 8.4 | 2.8 |
| avg | 3.3 | 3.0 | 5.5 | 5.5 | 6.1 | 3.8 | 5.1 | 4.0 |

${ }^{\text {a }}$ Rescoring potential is PARAM22/GB-SA after standard structure optimization (see text).


Figure 8. Refinement capability of Z-fold method as a function of rmsd of the original model for the 1 pgx diversity set. Closed circles represent the lowest rmsd structures in the set, open circles denote the lowest rmsd structures out of the top five scoring conformations, and shaded squares represent the top scoring conformation.
al. ${ }^{6}$ is an example of maximizing the depth of the scoring funnel such that the native is significantly lower in energy than any decoys. On the other hand, increasing the width of the funnel is also very important, since detection algorithms will work only if one or more model structures are within the funnel. It appears from our Z -score results, that the DFIRE-AA potential has a modestly smaller funnel depth than PARAM22/GB-SA. In addition, the overall increased enrichment scores suggest DFIRE-AA has a slightly larger funnel width. The problem with DFIRE-AA is that in some of the test sets, enrichment scores were 1 or less, suggesting that the funnel was nonexistent in the vicinity of the $15 \%$ lowest rmsd structures. The compromise to creating a wide and deep folding funnel is that, in general, the native structures of most, if not all, aqueous proteins will need to lie at or near the scoring function minimum.
4.3. Conformational Sampling. Many researchers have found that all-atom MD simulations are unable to explore diverse conformations at room-temperature despite simulation times on the order of several nanoseconds. ${ }^{40}$ Fan and Mark ${ }^{13}$ have suggested that even longer MD simulations on the order of hundreds of nanoseconds or even microseconds may be a viable technique for refinement. We agree that sufficiently long simulations probably would succeed some of the time. Invariably, though, simulation times of micro-
seconds or longer are still outside most researchers' current computing capabilities. ${ }^{55}$ Another difficulty is that the model structure to be refined may be, for all practical purposes, permanently trapped in a misfolded conformation. Misfolded proteins in vivo often require either intervention from chaperones or disposal by the cell machinery. ${ }^{56,57}$

In this work, we examined the ReX method which has been used successfully by Zhang et al. to sample conformational space with a sophisticated united-residue force field. ${ }^{3}$ In fact, Misura et al. ${ }^{7}$ commented that the addition of temperature might enhance sampling. Regrettably, the combination of an all-atom force field and ReX may not be useful without restraints, because high-temperature unfolding leads to destruction of the informational content of the original model. Furthermore, low-temperature refolding of a partially denatured structure can take an inordinately long simulation time when force-field potentials are used. In contrast, ReX simulations can be successful in loop modeling, ${ }^{44}$ because the number of degrees of freedom are small enough to be sampled well within a feasible simulation time. In addition, the restraints of the two loop stems limit the extent of possible unfolded conformations.

Perhaps other sampling schemes such as Monte Carlo might fare better. Misura et al. performed multiple zero temperature Monte Carlo runs on small sets of decoys. They employed backbone and side-chain rotamer move sets which were able to find lower rmsd structures than the original models. One drawback was their inability to sometimes detect the lowest rmsd structures via an energy function alone. Furthermore, there was a compromise between the size of the move sets and the ability to sample rare side-chain conformations that might be crucial to achieve correct packing. ${ }^{7}$

The Z-fold method which entails a slight unfolding and refolding of a model conformation is a compelling alternative. It stands in contrast to simply simulating the rearrangement of a protein that is trapped in a misfolded compact state. Also, the Z-fold approach benefits from a statistical potential with a fast refolding process because the energy gradient from the partially unfolded state to a compact state is large. Nonetheless, there are several problems with using a statistical potential. First, compacting will occur at local levels causing distortion in secondary structures. This can be ameliorated somewhat through the use of secondary
structure restraints. In addition, the folds produced will be limited by the accuracy of the statistical potential. The most visible effect of this occurrence is that proteins will tend to form compact spherical structures as the competition with solvent interactions is neglected (Figure 6). Furthermore, lacking hydrogen atoms, detailed steric volume exclusions and explicit hydrogen bonding are neglected. Perhaps, a careful reweighing of energy terms and the introduction of solvation-like terms may offer the best of both worlds-a relatively fast compacting potential with diminished unphysical artifacts.
4.4. Future Directions. The fact that decoy sets with more near-native rmsd structures fared better in the detection results suggests that one should use lower-resolution models to their fullest extent before constructing and scoring allatom models. Furthermore, all-atom model potentials are replete with local minima which hindered our dynamicsbased optimization approaches. A good example of pushing the limits of united residue models is the work of Zhang et al. ${ }^{45}$ which describes a new generation of lattice-based united residue models which can refine homology models to some degree. Furthermore, Misura et al. have shown that searches within the united-residue-based Rosetta protocol are capable of building homology models better than those created by simply constructing from a template. ${ }^{58}$

Given that the rmsd/score correlation values in Table 5 were suboptimal in critical rmsd ranges for most proteins, another improvement we suggest is optimizing scoring functions such as DFIRE-AA and PARAM22/GB-SA for the protein structure detection and refinement problem. For instance, the scoring funnel can be both deepened ${ }^{6}$ and optimized to expedite folding. ${ }^{59}$ In addition, the energy function can be smoothed ${ }^{60}$ or transformed to enhance sampling. ${ }^{61,62}$ Finally, hybrid strategies for conformational sampling that combine both knowledge-based and physicalbased energy functions may prove to be particularly effective in refinement. ${ }^{12,26}$

Finally, all-atom molecular dynamics and standard replicaexchange protocols may not be the optimal methods for refinement as seen in our results. Large scale conformational changes induced by molecular dynamics are likely to be slow compared to large-scale moves possible in a Monte Carlo approach. Alternatively, enumerative sampling methods have been shown useful in small search problems such as modeling of loop regions. ${ }^{15}$ Perhaps, local enumerative optimization could be performed on structural regions deemed to be unfavorable in energy. Regarding replica exchange, recent work of Zuckerman, et al. suggests limitations in this approach for the sole purposes of canonical sampling at $298 \mathrm{~K} .{ }^{63}$ Alternative sampling approaches should be considered such as genetic algorithms ${ }^{64}$ and resolution exchange. ${ }^{63}$

## 5. Conclusion

Statistical potentials are a fast alternative to force-field-based potentials. Unfortunately, without reference to unfolded and misfolded states in their parametrization they may not be well suited to temperature-based sampling schemes. ${ }^{3}$ Ironically, this feature makes them useful in a framework where
fast refolding of structures is desired. The Z-fold method, which can produce random rearrangements of model conformations, benefits greatly from the fast refolding capabilities of the DFIRE-AA potential. Undesirably, the DFIREAA potential, in particular, lacks certain multibody solvent effects which will tend to cause a protein to minimize its surface area and "sphericalize" regardless of the protein's actual fold type.

The force field potential we used here includes a state-of-the-art implicit solvent model. ${ }^{65}$ As a tool for detecting near-native structures, we believe this potential is on par with other force field potentials currently available. ${ }^{66}$ However, there are many deficiencies in the physics of most implicit solvent force fields that still need to be addressed (e.g., charge polarization, treatment of structural waters, etc.). Deficiencies aside, the noisy nature of the energy landscape will require creative new methods in exploring conformations adjacent to the models generated by a lower-resolution potential. Temperature-based sampling schemes, such as replica exchange using different temperature windows, may not be helpful for the refinement problem on the atomic scale without additional enhancements.
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